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E,reface 

Although the major part of this research started in 1984, my interest 

in simple models of rhythmical brain activity, based on white noise, feedback 

loops and Markov chains, dates back to 1975-1977. At that time, I was working 

both as a volunteer with Professor Dr. F.H. Lopes da Silva (now at the Uni­

versity of Amsterdam) at the TNO Institute of Medical Physics, Utrecht, and 

on my masters thesis under the supervision of Professor Ir. E.W. Groneve1d at 

Twente University, Enschede. During that period and ever since, I have 

received regular support and criticism from them both. 

The Wonham-fi1ter (ch.III) was suggested to me in 1976 by Professor Dr. 

Ir. H. Kwakernaak from Twente University. However, at that time our mathema­

tical models were too complex to allow application of the filter and we did 

not yet real ize that the existence of feedback loops in the brain would 

enable us to make the required simplifications. These were first exploited in 

a 1978 masters thesis in Twente by Ir. H.A.P. B10m. (now at National 

Aerospace Laboratory in Amsterdam). It took a course (in 1980) on stochastic 

filtering and control by (a.o.) Dr. Ir. J.H. Van Schuppen of the Centre for 

Mathematics and Computer Science in Amsterdam, followed by many discussions 

about possible applications (ch.III and IV), to rediscover the Wonham filter. 

At the end of that year, I rederived the results obtained by Blom, but this 

time using both this filter and a still somewhat more simplified model. 

Although stochastic filtering theory methods were abandoned in 1985 (ch.V), 

they taught us how to deal properly with the physically and mathematically 

trOUblesome white noise in our models. 

Ever since my appointment in 1977 as a medical physicist (although I am 

not a physicist) in the Department of Clinical Neurophysiology in Leiden, 

Professor Dr. H.A.C. Kamphuisen has made me feel at home in this clinical 

envi ronment and he gave me the opportun i ty to in i t i ate new research di rec-
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tions. As head of the physics and informatics group and as a staff member, I 

have always tried to find an efficient balance between my own research and 

other projects in the department. Still, the innovating and reliable contri­

butions of the group (Drs. J.M. Franzen, A.J.M.W. Janssen, ing. C.G.S. Kramer 

and many passing guests) have been indispensable for most of the applications 

in this thesis. Working with a small team in close collaboration with the 

medics (in particular Drs. R.J.H.M. Arts and Drs. J.G. Van Dijk) and parame­

dics (a.o. Mrs. G.J.M. Keulen, Mrs. M. Van Rijnsbergen and Mrs. H.D.J. 

Geurts) in a clinical environment has been most helpful in designing methods 

to improve patient care. The many problems arising from the incompatibi 1 ity 

between biology and technology and from all kinds of human factors were in 

general recognized at early stages of the projects. 

Dr. J.H.M. De Groen (now at the University of Limburg) and Ir. A. Kumar 

(University of Amsterdam) introduced me to sleep and its analysis in 1977. 

However, it was only after years of modelling and analysis of the waking 

brain, and an exciting excursion into radar quantification of neurological 

body movement disorders (with Dr. O.J.S. Buruma and Dr. R.A.C. Roos), that we 

decided in 1983 to focus on sleep, in particular on automatic sleep moni-

toring. still had to find out how to deal with multichannel, multirhyth-

mical and mUltistate brain activity, eye movements, muscle tone, 'future' 

information and how to combine these. While doing this, I had the invaluable 

support and cooperation of Ir. P. Jaspers (Delft University of Technology, 

now at Philips Medical SystemsL Dr. A.N. Nicholson (R.A.F. Institute of 

Aviation Medicine, U.K.) and Dr. E.L.E.M. Bollen. Soon, it became clear that 

the sleep project would continue to grow and many sleep recordings would have 

to be carried out. Therefore, I also started the modifications of the por­

table home recorder, that have been evaluated first by Mrs. G.T.M. Van Dok in 

1985. 
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Many technici ans and vo 1 unteers gave me the opportunity to test a 11 

sorts of ideas, some of which led to this thesis and others have been placed 

in the custody of Mr. J. Bink (archives). Literature was traced by Mrs. A. 

Van Zuyden. Photographic reproductions were made by Mr. G.J. Van De Giessen 

and Mr. A.J. Rhijnsburger. Mrs. T. Offers and Mrs. T. Rodenburg forced our 

reluctant text prOCEssor to print formulae. This was only possible at the 

cost of a rather small printing fount, for which I apologize. Mrs. B. Vollers 

and Ms. M.E. Van Hoogevest respectively, language-corrected the English and 

provided the French texts. Because chapters II, III and IV have been, and V 

is intended to be, publ ished as separate articles, they each contain more 

specific acknowledgements. 

I hope we can cont i nue our co 11 aborat i on in un rave 11 i ng some of the 

mysteries of sleep and sleep disorders. 
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I.'._.1!ITRODUCTI ON 

In this chapter we state the reasons for our interest in sleep moni­

toring and its automation. The major propositions, purpose and limitations of 

this thesis will be indicated. Because chapters II, III and IV have been, and 

V is intended to be, published as separate articles, they each contain their 

own specific introduction. Some general literature on sleep and its analysis 

has been listed at the end of this chapter. 

Most people spend about 30% of their lifetime asleep. The urge to sleep 

may be so irresistable that one may even fall asleep while driving a car. 

Even when subjected to highly intensive, stimulating programmes, everyone 

will fall asleep within a few days of sleep deprivation, before any serious 

harm seems to have been done. Apparently, sleep must fulfill some vital func­

tion, that requires and compensates for these long, vulnerable and unproduc­

tive periods of paralysis and unconsciousness. There has been much specula­

tion about the nature of such a function (physical or psychological restora­

tion, energy saving, learning, etc.) but none has been confirmed. Still, 

about 10% of middle-aged and 20% of older people feel that they do not sleep 

we 11. These comp 1 ai nts may have various causes with di fferent effects on 

sleep and daily performance. Sleep monitoring already makes it possible to 

diagnose and treat several sleep-related disorders (e.g. narcolepsy, circa­

dian rhythm disturbances, sleep apnoea, depression, insomnia, excessive 

daytime sleepiness). However, as we still know very little about the phy­

siological mechanisms of sleep, so we can hardly expect to understand its 

disturbances. If we wish to know more about sleep physiology, function and 

disorders, we have to perform thorough studies by monitoring sleep in many 

subjects over long periods of time. 

To do this, we must specify what we mean by 'sleep'. During normal 

sleep, several behavioural (e. g. depth of consciousness, react ivi ty, body 
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posture), psycho 1 og i ca 1 (e. g. probabil i ty of reca 11 i ng a dream, dream con­

tents) and physiological (e.g. brain electrical activity, muscle tone, heart 

rate, eye movements, twitches of the 1 imbs, pupi 1 contraction, body tem­

perature, release of growth hormone) variables are modulated in a more or 

less synchronous way. Several triggers (e.g. night shift, sleep deprivation, 

pregnancy, jet lag) and most sleep-related disorders affect the time course 

of this modulation, while the correlation between the variables is preserved. 

The same holds for interindividual differences. Some adults feel all right 

and perform adequately after only 4 hours sleep, while others need 10. 

Elderly people spend much less time asleep (particularly 'dream-sleep') than 

children. However, the sleeps of different individuals can still be compared, 

because they all show simultaneous variations of the same biological 

variables. This is also partly true for animals, enabling phylogenetic and 

animal experiment studies to be carried out. We therefore conform to the 

often appl ied operant definition of sleep as a process characterized by 

synchronous variations of a specific set of biological variables. In par­

ticular, possible disconnection (also called dissociation, e.g. chapter VI.2 

and VI.3) of these variables will not be considered here. 

Most applications, also in this thesis, are restricted to electroence­

phalographic (EEG), electrooculographic (EOG) and electromyographic (EMG) 

variables that can be recorded by means of surface electrodes on the scalp, 

near the eyes and on chin muscles, respectively. These recordings can be 

obtained at relatively low cost, little discomfort and with little risk of 

disrupting the sleep process. They show quite strong interrelations. The 

restriction is not essential: the theoretical framework in this thesis is of 

sufficient generality to include many more variables. 

Based on the above proposition, sleep can be monitored by recording 

EEG, EOG and EMG. However, these signals are also subject to unpredictable 
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variations which are not related to sleep. A certain amount of noise 

fi ltering is, therefore, necessary. This is usually done by training EEG-

technicians and neurophysiologists in the rather complex process of 

recognizing sleep-related signal characteristics. They perform subsequent 

averaging over a period of 30 seconds. smoothing over intervals up to 3 minu-

tes may be necessary if the 'signal-to-noise-ratio' is still insufficient. 

The final result is a classification of sleep into a limited number of stages 

(fig.1). This sleep-pattern, or hypnogram, is accepted worldwide as a basis 

for the study of sleep and the diagnosis of sleep disorders. Despite the 

standardization of terminology and classification rules, and despite inten-

sive training programmes, different trained specialists (and even the same 

specialist on different occasions) produce quite different classifications. 

Moreover, the procedure is very laborious; clinical recording and analysis of 

one night takes about 10 and 5 hours, respectively. Often, several nights per 

subject have to be classified by more than one specialist and the resulting 

costs are a major obstacle in sleep research and patient care. In contrast to 

our neighbouring countries and the U.S.A., The Netherlands does not have a 

specialized sleep centre. 

~I ----~-----11-----~1~---+1----~1---_i---__4----~ 
o 2 3 4 5 6 hours 7 8 

Figure 1: A typical whole-night classification of sleep in the stages Wake­
fulness, Rem (i.e. 'dream-sleep'), and stages 1,2,3 and 4 that 
range from drowsiness to very deep sleep. 
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Automation of both recording and analysis would reduce costs con­

siderably and improve classification consistency. For a few years now, auto­

matic recording with the subject sleeping at home in his or her own bed has 

been app 1 i ed in severa 1 1 aborator i es. The part i cu 1 ar method deve loped by us 

has been operational since 1985 (ch.VI.4). 

Automatic sleep analysis has been a subject of interest since the fif­

ties. The methods were first based on analogue processing, later also on 

digital or hybrid computers. They mimic the human classification procedure in 

that they cons i st of preprocessors that enhance s 1 eep-re 1 ated signa 1 com­

ponents, followed by some smoother in order to remove the remaining noise. 

Many methods have been suggested (ch.V). Only a few have been compared to the 

standardized human classification, resulting in man-machine agreements 

ranging from 65% to 86%. The corresponding man-man agreement was established 

in only two studies (Lacroix and Stanus 1985, Martin et al 1972), being 8% 

better in both cases. These comparisons have been based on only a few nights 

of sleep in (except for one patient) healthy young male sUbjects. No system 

has yet been validated such that it can be relied upon in routine clinical 

sleep studies. All methods are based on tuning and retuning during years of 

experience. Most of them have not been reported in sufficient detail to en­

able, specify and reproduce applications. All methods combine several inter­

mediate decisions about isolated sleep-related signal components (e.g. 'many' 

or 'few' rapid eye movements). Because the reliability of these decisions is 

not taken into account, the final decision on the sleep stage is suboptimal. 

Not one of the methods exploits the fact that the optimal way to obtain 

information about an unknown process from noisy observations, can be derived 

from a model that describes the statistics of both the process and the obser­

vations. 

However, the physiological and medical literature now provides enough 
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material to develop simple stochastic models of sleep and the sleep-related 

observations (chapters II,III,IV,V). Based on information theory, we can then 

create the corresponding, optimal way to process these observations in order 

to obtai n the des ired i nformat ion about sleep (ch. II I, IV, V). The mode 1 s 

introduce physiological and statistical knowledge into the sleep monitor and 

so we may hope that the results are closer to 'real' sleep than is possible 

by mimicking the, probably suboptimal, human analysis procedure. This thesis 

shows that the advantages of this approach were strong enough for the rapid 

development of a sleep monitor that performs adequately and is sufficiently 

simple to specify the method and interpret the results. 

Literature 

Association of Sleep Disorders Centers and the Association for the 

Psychophysiological Study of Sleep. Diagnostic Classification of Sleep and 

Arousal Disorders. Sleep 1979, 2:5-129. 

Borb€!ly A, Valatx JL. (eds.) Sleep Mechanisms. Springer Verlag, Berlin, 

1984. 

Dement WC. Some must watch while some must sleep. The Stanford Alumni Asso­

ciation, Stanford, 1974. 

Drucker-ColIn R, Shkurovich M, Sterman MB (eds). The functions of sleep. 

Academic Press, New York, San Francisco, London, 1979. 

Guilleminault C, Lugaresi E (eds). Sleep/wake disorders. Raven Press, New 

York, 1983. 

Hasan J. Differentiation of normal and disturbed sleep by automatic analysis. 

Acta Physiol Scand, supplementum 1983, 526:1-103. 

Lacroix B, Stanus E. New algorithms for on-line automatic sleep scoring, and 

their application to mini and micro-computer. Journal A 1985, 26:91-97. 

Lairy GC. Critical survey of sleep stages. In: Proc 3rd Europ Congr Sleep 

-8-



Res 1976:170-184. Karger, Basel, 1977. 

Martin WB, Johnson LC, Viglione SS, Naitoh p, Joseph RD, Moses JD. Pattern 

recognition of EEG-EOG as a technique for all-night sleep stage scoring. 

Electroenceph clin Neurophysiol 1972, 32:417-427. 

McGinty DJ, Drucker-Co11n R, Morrison A, Parmeggiani PL (eds). Brain Mecha­

nisms of Sleep. Raven Press, New York, 1985. 

Miles LE, Dement WC. Sleep and Aging (1-8). Sleep 1980, 3:119-220. 

Monroe JL. Inter-rater reliability and the role of experience in scoring EEG 

sleep records: phase I. Psychophysiology 1969, 5:376-384. 

Rechtschaffen A, Kales A (eds). A manual of standardized terminology, tech­

niques and scoring system for sleep stages of human subjects. Public 

Health Service, US Government Printing Office, Washington DC, 1968. 

Spiegel R. Sleep and sleeplessness in advanced age. MTP Press Ltd Lancaster 

Spectrum Publ Inc, New York, 1981. 

Weitzman ED (ed). Advances in Sleep Research I. Spectrum, New York 1974. 

-9-



Bob Kemp and Hilbert A.C. Kamphuisen 

Reproduced from Sleep 1986, 9:405-414 

SU-'.l1ma~y 

A Markov chain model has been proposed as a mechanism that generates 

human sleep stages. A method for estimating the parameters of the model, i.e. 

the transition probabi 1 ities (rates) between sleep stages, has been intro­

duced and applied to 95 hypnograms taken from 23 subjects. The rates charac­

terize interindividual differences and nightly variations of the sleep 

mechanism, related to sleep-onset behaviour, to the decreasing amount of slow 

wave sleep in the course of the night, and to the REM-NREM periodicity. The 

model simulates both probabilistic and the above mentioned predictable dyna­

mics of sleep, but only if these time-varying, individual rates are applied . 

.li.d . .!-In t .... .9_quct i 2!1 

In the course of a night, human sleep seems to travel through various 

stages, following a rather unpredictable pattern (fig.1). Despite the widely 

appl ied classification of sleep into a 1 imited number of discrete stages 

(e.g. Rechtschaffen and Kales 1968), the precise definition and the func­

tional significance of these stages is not clear and other stages probably 

also exist (Rechtschaffen and Kales 1968, Lairy 1977, Broughton 1982, Par­

meggiani et al 1985). However, the classification is based upon clear 

electrophysiological events that occur during sleep and many investigators 

have demonstrated the correlation between these stages and not only various 

somatic, autonomic and biochemical sleep-related phenomena (e.g. Parmeggiani 

et al 1985), but also pathological aspects of sleep (e.g. Broughton 1982, 
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fulness, 8em, stage 1, stage ~, stage ~, stage 1 
and ~ovement time. Note the 90 minute REM-NREM 
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period and the decreasing amount of stages 3 and 
4 in the course of the nights. Dashes: REM­
'blocks' . 



Dement and Kleitman 1957, Feinberg et al 1967, Miles and Dement 1980, Spiegel 

1981). Therefore, it may be useful to develop a model that can simulate hyp­

nograms, since this may suggest a sleep mechanism, parameters to characterize 

sleep (Hermann and Kubicki 1984) and methods to analyse sleep (c.f. this 

paper and also Kemp et al 1985). 

No comprehens ive mode 1 of a hypnogram-generat i ng mechan i sm is 

available, but several models describe various aspects of it. A physiological 

model of the REM-NREM sleep cycle mechanism in the cat (Hobson et al 1975, 

McCarley and Hobson 1975, McCarley 1980) can also be used to simulate various 

human sleep characteristics (Beersma et al 1984). Several phenomenological 

models have been based upon reproducible, predictable aspects of human hyp­

nograms. There are two categories of such models. (a) Deterministic models 

use time-varying functions to describe systematically occurring charac­

teristics like the REM-NREM periodicity, the decreasing amount of slow-wave 

sleep (stages 3 and 4) in the course of the night and the relationship bet­

ween sleep and the circadian rhythm (Beersma et a1 1984, Borbe1y 1982, 

Winfree 1982, Lawder 1984, Borbe1y 1984, Daan et a1 1984). (b) Probabil istic 

mode 1 s use stochast ic processes to descr i be stat i st ica 1 propert i es of hyp­

nograms like the variability of the REM-NREM cycle, the short interruptions 

within REM 'blocks' (fig.1), and the random (in time and in direction) tran­

sitions between stages (Zung et a1 1965, Yang and Hursch 1973, Bowe and 

Anders 1979, Ursin et a1 1983). 

Although some stochastic variation has been introduced into one of the 

deterministic models (Daan et a1 1984) and some time-varying functions into 

probabilistic models (Yang and Hursch 1973, Ursin et a1 1983) the resulting 

mechanisms cannot, and were not intended to, simulate all probabilistic and 

determi ni st i c aspects of hypnograms. To our knowledge, no s imul ated hyp­

nograms have been reported. 
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In this article we present a simple model that contains all the above­

mentioned probabilistic and deterministic aspects of sleep. The model will be 

introduced in sufficient detail to enable, specify and reproduce applica­

tions. We investigated its ability to characterize the nightly dynamics and 

the individuality of the sleep mechanism. Finally we will show some simulated 

hypnograms. 

11.2. Model 

We wi 11 conform here to the standardized form of hypnograms 

(Rechtschaffen and Kales 1968) in which sleep is classified into the set of 

seven stages wakefulness, REM, stage 1, stage 2, stage 3, stage 4 and move­

ment time, abbreviated W, R, 1, 2, 3, 4 and M, respectively (fig.1). 

Transitions between these stages occur in unpredictable directions and 

at unpred ictab 1 e moments. However, they seem to obey a probabil i ty 1 aw in 

which the sojourn times (i .e. the intervals between two successive tran­

sitions, during which sleep remains in the same stage) have an approximately 

exponential distribution (Kemp et al 1985, Yang and Hursch 1973, Williams et 

al 1964, Bfezinov~ 1975). This observation suggests that the transitions may 

be generated by a continuous-time Markov chain process (e.g. Larson and Shu­

bert 1979:ch.3.3). Such a model was proposed briefly by Zung et al in 1965. 

Yang and Hursch (1973) conc 1 uded that the mode 1 is inadequate because the 

sojourn times in a group of individuals do not fit geometric (the discrete­

time ana logue of cont i nuous-t ime exponenti a 1) di stri buti ons. However, di f­

ferent individuals show different sleep characteristics (e.g. Spiegel 1981), 

that are also reflected by the model (as set forth in this article). Because 

of this and because the average of different (individual) geometric distribu­

tions is not geometric, the argument of Yang and Hursch (1973) does not hold. 

Based on thi s argument, a semi -Markov mode 1 has been proposed (Yang and 
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Hursch 1973), in which the sojourn times may have any (non exponential) 

distribution function. These are two-dimensional functions, both of the clock 

time and of the sojourn time. Specification of the model is therefore almost 

impossible, and in all applications (Yang and Hursch 1973, Bowe and Anders 

1979, Anders and Keener 1985, Anders et al 1985) only mean sojourn times (a 

function of clock time only) were considered. Because these are implicitly 

specified in the Markov model (Larson and Shubert 1979), all results obtained 

by these semi-Markov parameters can also be obtained by the Markov parame-

ters. For the same reason, the attempt to va 1 i date the sem i -Markov mode 1 

(Yang and Hursch 1973), in fact, supports the Markov model. A continuous-time 

mode 1 is preferred because rea 1 sleep is not segmented into epochs (e. g. of 

30s), although hypnograms generally are. 

The mechanism of the continuous-time Markov model is rather simple. If 

sleep, hit), at time, t, is in a certain stage, i, then there is for each j~i 

a probability, P{h(t+iI)=jih(t)=i}, that it will be in stage j after a time 

i nterva 1, iI. The Markov property imp li es that th i s probab il i ty does not 

depend on sleep history. Because more than one transition may occur in one 

interval, ii, one usually specifies the transition rates, a'i.(t), over infi­J , 

nitely small intervals (which cannot contain more than one transition): 

a'i . (t) J , 
( 1 ) 

This means that a 'i' (t)·iI is the probability that sleep jumps from i to j in J , 

the small interval, iI. These transition rates specify completely the process 

that simulates sleep from wakefulness to the end of the night. The average 

sojourn times can be derived from the rates. In the section Simulations, the 

process will be discussed in greater detail. 

Time dependent trans it i on rates have been app 1; ed ear 1 i er to exp 1 a i n 
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and to quantify the apparent, but variable, ultradian periodicities in the 

sleep of rats (Bari et al 1981) and cats (Ursin et al 1983). 

The parameters of the model, i.e. the transition rates, have been esti-

mated from 95 hypnograms taken from 23 healthy male volunteers, aged 18 to 

30 years, with previous experience as subjects for polygraphic sleep recor-

dings. Records were scored by two analysts according to the Rechtschaffen and 

Kales criteria (see Acknowledgement). 

The maximum likelihood estimator for the transition rate, 

reads (Snyder 1975:ch.2.4): 

n 'I ' ( t , lI) IT , ( t ,lI) J 1 1 

a '1 . (t), J 1 

(2) 

where Ti(t,lI) is the total time spent in stage i and njli(t,lI) is the number 

of transitions from stage i to stage j. Both T,(t,lI) and n'I,(t,lI) are 
1 J 1 

counted in an interval [t-lI/2,t+1I/2] of duration II around time t. The com-

putation of ~jli(t,lI) from more than one hypnogram, called averaging in the 

sequel, is performed by counting Ti (t,lI) and nj l i (t,lI) from all the 

corresponding intervals around t. In the following, the arguments (t) and 

(t,lI) wi 11 be omitted for brevity. Within small (relative to the nightly 

variations of the sleep mechanism, e.g. the REM-NREM periodicity) intervals, 

11, the process is assumed to be homogeneous, i. e. the trans it i on rates are 

constant. In that case, the estimator is unbiased and its variance depends on 

T, and a 'I' as follows (Snyder 1975:ex.2.4.8). 
1 J 1 

(3 ) 
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A 70% confidence interval for a 'j' can be approximated by ±1 standard 
J 1 

deviation, i.e.: 

(4) 

This can be transformed into two quadratic inequalities in ~jji and ajji 

(Fleiss 1981 :ch.1.4). Their solutions express the confidence interval as a 

function of njji and Ti : 

(5) 

or, equivalently: 

{n'j' + ~ - ~j ,+~)/T, ~ a'j' ~ {n'j' + ~ + ¥rI'j ,+~)/T, 
J1 J1 1 J1 J1 J1 1 

(6) 

If nj ji=10, the size of this 70% confidence interval 

nj ji=100, it is 20% of ~jji' 

is 60% of ~'j" If 
J 1 

i 
W 

R 

j w R 2 3 4 M 

.000149 .007771 .000130 .000000 .000000 .000000 

.000221 .001409 .000338 .000000 .000003 .000003 

. 001363 .003211 .011243 .000000 .000000 .000000 

2 .000249 .000405 .001069 .001033 .000000 .000021 

3 .000137 .000026 .000231 .005195 .003734 .000128 

4 .000028 .000000 .000028 .000198 .005777 .000156 

M .000000 .000000 .013492 .017460 .001587 .000000 

Table 1: Average whole night transition rate estimates, ~'ji in s-1 (i.e. 
average number of transitions-to-stage-j per secon~in-stage-i). See 
Model section for definition of abbreviations. 
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Figure 2: Average whole-night 
sleep structure as estimated from 
46 hypnograms of 23 subjects. 
Circle areas are proportional to 
the percentage of time spent in 
the corresponding stage. Arrows 
indicate the directions of 
possible stage transitions. Arrow 
areas are proportional to the 
corresponding transition probabi­
lities, i.e. rates (from table 
1). The calibrations (lower 
right) of circles and arrows have 
areas nd 2 /4 and d 2 , which 
correspond to 10% and 1 /m in, 
respectively. Stage M «0.1%) and 
some very unlikely transition 
possibilities «1/100min) are too 
small to be reproduced. Note, for 
example, that in stage 1, the 
most 1 ikely transition is to 
stage 2. 

A first impression of the absolute value of the rates has been obtained 

by estimating average whole-night transition rates (table 1 and fig.2) over 

an interval, ~, spanning the first 8 hours of the hypnogram and by averaging 

over 46 hypnograms (23 subjects, 2 ni ghts each). Although figure 2 allows a 

rapid inspection of some important sleep characteristics, it is biased 

because it neglects changes of the sleep mechanism that occur in the course 

of the night. Therefore, we investigated the time course of the transition 

rates of which the whole-night estimates were based upon at least 120 tran-

sitions (i.e. n'I,i)120). The 8 hour interval has been divided into 32 inter­
J 1 

vals, ~, of 15 minutes, each yielding an estimate if Ti>O' Averaging has been 
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performed over the same 46 hypnograms. Highly significant (p<0.0001, i.e. 

more than 20 of the 32 confidence intervals did not include the whole-night 

average) inhomogeneities were present in 5 rates. In these cases we proposed 

a subjectively smoothed (by hand) time course (fig.3). Besides some simple 

trends that seem to be related to sleep-onset and slow-wave sleep, figure 3 

shows periodicities in §RI2' §312 and aRI1 that may account for the REM-NREM 

per i od i c ity. 

1 1505 1/605 

1] 
.~0+-~~~~-+-+-4~ +-~~-+-4--~+-+-4 ~~~rx+-~-r-+~-1 
...., 
iiJ 1/305 1/1505 

~ 

2 6 8 0 2 4 
hours .. 

6 8 0 

1/4505 

2 6 8 

Figure 3: Nightly variations of average (23 subjects) transition rates. 
Circles, estimated rate, §j Ii, from stage to stage j. Vertical 
bars, approximate 70% confidence interval. Dashes, whole-night 
average of table 1 and figure 2. Solid line, smoothed (by hand) 
time course. Note the increasing tendency to fall asleep in §11w 
and §211 in the first hour and the periodicities in §Rll' §R/2 and 
§312 in the first 3 hours. Note the decreasing tendency, §3 2' to 
reach stage 3 in the second half of the night. §l1R serves as an 
example of a very constant rate. 

Because such periodicities may be obscured by interindividual differen-

ces, we have estimated these time courses separately for the 8 subjects from 
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whom at least six (maximum 10) hypnograms were available. Only within-subject 

averaging has been performed over these (six to 10) hypnograms. These indivi-

dual estimates indeed show more pronounced periodicities, especially in sub-

jects ND, AD and NS (fig.4). The three rates seem to be synchronized, 

a3 i2 being opposite to aRi2 and aRi1' They show clear interindividual dif­

ferences. 

ND AD 

o 2 6 8 0 2 6 8 0 2 6 8 
hours -+ 

Figure 4: Individual time courses of transition rate estimates for subjects 
ND, AD and NS. Solid line, time course (by hand, AD only). Note the 
constant, synchronized periodicities in AD and NS with periods of -
93 and 101 minutes, respectively. 
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In this section we describe how to generate simulations by the model. 

These enable both a general qualitative impression of its performance and 

statistical testing of any particular aspect. Some examples are given. 

When sleep resides in stage i, there are six possible transitions to 

the other six stages, j~i. Each transition may occur with a certain probabi-

1 ity, as specified by the transition rates, a j Ii' This corresponds to the 

transitions being generated by Poisson point processes (Snyder 1975:ch.2) 

with the same rates. As soon as one of these six Poisson processes generates 

a point, the corresponding transition, e.g. to stage k~i, occurs. Sleep now 

resides in stage k and the process starts anew. 

The simulation based on Poisson point processes runs as follows. We 

start at time t at stage i. Six Poisson processes (with rates a'I') are 
J 1 

active and they are simulated simultaneously as follows. A random number 

generator is used to obtain six independent variables, x., that are uniformly 
J 

distributed in the interval [O,lJ. A logarithmic transformation yields the 

variables, -In(x,), that are exponentially distributed. These would equal the 
J 

six waiting times, Wjl i ' for the first transitions to the six possible sta-

ges, j~i, if the Poisson processes were homogeneous with rates a '1,=1. The 
J 1 

correct wait i ng times for our inhomogeneous processes are obta i ned by a 

transformation of the time axis. These are the times, W'I" for which (Snyder 
J 1 

1975:ch.2) 

-In(x, ) 
J 

(7) 

After the shortest, Wkl i ' of these six waiting times, a transition at time 

t+Wkl i to stage k occurs. Thereafter, the simulation of the next transition 

starts. 
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Figure 5: Simulated hypnograms, based on (a) three individual smoothed rates of figure 4, 
constant whole group rates of table 1; (b) as a, subject AD. Note the absent, weak and comparable 
but with the five smoothed time-varying whole- (to the real hypnograms of figure 1) REM-NREM 
group rates of figure 3; (c) as b, but with the periodicity in a, band c, respectively. 



Figure 5 shows three types of simulation. The first two merely serve as 

a further illustration, besides figures 3 and 4, to the experienced 

hypnogram-reader (others may use figure 1 as a reference) of the importance 

of time-variability and individuality in the model. Simulations that neglect 

these (fig.5a and 5b, respectively) can be seen, even at first glance, to 

differ clearly from real hypnograms. Only the 'individual' simulations in 

fig.5c show a nightly trend in the amount of slow-wave-sleep and a REM-NREM 

periodicity comparable with real sleep. 

II.S. Discussion 

The proposed mode 1 suggests trans it i on rates, a'I" as parameters that 
J 1 

characterize the sleep mechanism. The rates reflect the well known trends and 

periodicities in sleep, as well as some interindividual differences. Simula-

tions resemble real hypnograms. The arguments (Yang and Hursch 1973) against 

the model have been disproved. Therefore, the Markov model deserves recon-

sideration and this paper provides the methods for its specification, appli-

cation and simulation. 

The transition rates in our simulations can have any time course and 

they are set a pr iori and independent of each other, thus offer i ng a very 

large degree of freedom. In fact, if the estimation interval, 11, becomes 

infinitely small, the model will exactly reproduce the one hypnogram to which 

it has been adapted. Validation of the Markov, and of any more complex, model 

is therefore difficult. Although it may be possible to apply statistics indi-

vidually, based on many nights per subject, this would still account for only 

some aspects. Therefore, simulated hypnograms should also be sUbjected to the 

more comprehensive judgment of experienced sleep researchers. 

The model can probably be simplified because the rates seem to be 

generated by mechanisms that impose simple time courses (e.g. a211' a11w and 
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a312)' i nterdependenc i es between rates (e. g. aR 12' aR 11 and a3 12 seem to be 

synchronized to each other), or sleep dependencies. Such mechanisms are also 

suggested by the deterministic sleep models mentioned in the introduction. It 

is possible to combine the Markov model and some deterministic models by 

interpreting the deterministic models as mechanisms that generate the rates 

for the Markov mode 1. The resu 1 t might be a mode 1 with few parameters that 

still simulates most probabilistic and deterministic aspects of sleep. 
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Un processus de Markov a AtA proposA comme modAle pour le mAchanisme 

qui produit les phases de sommeil humaines. Une mAthode a AtA introduite pour 

l'estimation des paramAtres du modele, i.e. les probabilitAs de la transition 

(taux) entres les phases du sommeil, et a Ate appliquAe aux 95 hypnogrammes 

chez 23 sujets. Les taux caracterisent des differences interindividuelles et 

des variations nocturnes du mAcanisme du sommeil, lie au nombre diminuant du 

'slow wave sleep' (vague lente de sommeil) dans le cours de la nuit, et la 

pAriodicitA REM-NREM. Le modAle simule les deux, le dynamisme probable, ainsi 

que le dynamisme prAdit sus-mentionnA, mais seulement si ces taux indivi-

duels, variant en temps, sont appliquAs. 

-23-



III. AN OPTIMAL MONITOR OF THE ELECTROENCEPHALOQRAPHIC SIGMA SLEEP STATE 

B. Kemp, P. Jaspers, J.M. Franzen, A.J.M.W. Janssen. 

Reproduced from Biological Cybernetics 1985, 51:263-270 

Summary 

A model has been proposed for a Markov-jumping sleep depth that modula­

tes a white-noise driven structure generating the sigma rhythm in the 

electroencephalogram. The corresponding maximum likelihood monitor, that con-

tinuously detects 

cephalogram, has 

the current sleep 

been derived and 

detection performances. 

111.1. Introduction 

stage from the observed 

implemented. Simulations 

electroen­

show high 

The various stages of human sleep can be recognized by (a.o.) different 

eye or body movements, muscle tension and several components of the 

electroencephalogram (EEG) (Rechtschaffen and Kales 1968). One of the latter 

is the so-called sigma rhythm, a narrowband EEG component between 12 and 16Hz 

at C3, Cz, and C4 electrode locations (Jasper 1958), which is specific for 

light sleep (stage 2) and absent during wakefulness, drowsy sleep (stage 1) 

and REM sleep. Most systems for automatic sleep stage scoring are, therefore, 

partly based on sigma state monitoring. 

A variety of sigma state monitors, based on several combinations of 

different techniques like phase-locked loops, bandpass filters, squarers, 

rectifiers, integrators, counters, percentage of time devices, Fourier trans­

forms, complex demodulators, etc. (Pivic et al 1982, Larsen and Walter 1970, 

Gai llard and Blois 1981, Smith et al 1975, Broughton et a1 1978, Johnson 

1977, Vo-Ngoc et al 1971, Courtney and Noton 1972, Sciarretta and Bricolo 

-24-



1970, Campbell et al 1980) is currently available. All these devices suggest 

their own definition of the sigma state; a definition with a technical rather 

than a physiologica"1 background. It is, therefore, difficult to decide which 

monitor is best (or sufficiently close) related to the 'real' physiological 

sigma state of the brain (Kemp 1981). System performances can only be eva-­

luated by compar in~l thelll to human scoring and, therefore, may be suboptimal 

if the human decisions also are. Because the performance is likely to depend 

on the sigma power and on the average sleep stage duration, and both may vary 

considerably between different subjects, performance analyses are of limited 

value and very laborious. 

The problem: 'how to extract the sigma slef)p state from the recorded 

EEG', can also be approached using a precise, physiologically meaningful 

model of the sigma state parameter that has to be monitored, its relation to 

the generated EEG and a goodness of performance criterion. Derivation of the 

likelihood ratio for the thus defined problem then provides the optimal moni­

tor for this parameter. Apparently this approach replaces the problem of 

finding the right monitor by the problem of finding the right pl'oblem for­

mulation (a.o. EEG generator model), and therefore provides alternative 

selection criteria. Furthermore, the performance of the monitol' may be 

established analytically or by simulations with the model. Also, reduced per­

formance due to incompatibil ities with the model, e.g. due to muscle or 

electrode artifacts, can be estimated by simUlations with a mismatched model. 

This paper describes the development of a sigma state monitor by this 

approach, its performance characteristics and some general conclusions with 

respect to sleep stage scoring. 
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We have conformed to the common proposition that a limited number of 

sleep stages exists and that during sleep discrete transitions between these 

stages occur'. In the present paper we are only interested in transitions bet­

ween sleep stages with and sleep stages without the electroencephalographic 

sigma rhythm. 

A suitable description of these transitions and their relation to the 

EEG can be borrowed from a recently developed model of the alpha rhythm (Kemp 

and Blom 1981). This model (fig.1 a ) is based on the assumptions that alpha 

rhythms are osc i 11 at ions wh i ch are caused by frequency dependent feedback 

loops, G(f), in noise driven cell networks. The feedback can be modulated by 

external influences, p(t), 1 ike visual attention or sleep. The transfer of 

cortical EEG to scalp EEG by volume conduction attenuates higher frequencies 

more than lower ones. Th i sis accounted for by the lowpass filter, L (f) . 

Simulations (fig.1 b) show a waxing and waning (spindling) component when the 

feedback is active [i.e. p(t)=1]. This component vanishes by feedback inhibi­

t ion [i. e. p ( t ) =0] . 

These rather general physiological assumptions have been proposed for 

the alpha rhythm (Lopes da Silva et al 1976), but may well also apply to the 

sigma rhythm (Shouse and Sterman 1979, Sterman and Bowersox 1981). The model 

accounts for the spindling character of the sigma rhythm. We have, therefore, 

adopted figure 1 a as our EEG generator mode 1, and the feedback modu 1 ator, 

p(t)e{0,11, as the sigma state that has to be monitored. 
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dw(t)/dt du(t)/dt 
L~ 

e(t) 

p(t) 

a) 

Figure 1: a Block diagram of EEG, e(t), generator model. Gaussian white 
noise, dw(t)/dt, and Markov feedback modulator, pIt). Second-order 
resonance filter, G(f)=Go/[l+j'(fr/B)'(flfo-folf)]. First-order 
lowpass filter, L(f)=LO/[l+j'(flfc ) . b Simulation of 'EEG', e(t), 
before and after a feedback on-off [i .e. p(t)=l to p(t)=O] tran­
sition. The transition occurs at the vertical bar. Parameter set­
tings: GO=0.8, B=4Hz, fO=14Hz, f c=1.8Hz. 
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Very 1 ittle is known about the statist'ical proper-ties of this sigma 

state. However, the sleep stage scoring guides which are used in clinical 

pI'actice (e.g. Rechtschaffen and Kales 1968) do not invalidate the assump­

tions that the duration of sigma-on and sigma-off stages is independent of 

durations of preceding stages, and that the probability of a stage transition 

is not influenced by the duration of the present stage. If we take these two 

assumptions to be true, the transition probability densities (sigma state on­

off and off -on trans it ions) are constant and as a consequence the sigma-on 

and sigma-off interval durations (T 1 and To' respectively) are mutually inde­

pendent and exponentially distributed: 

P(T1~tJ 

P(ToHJ 

1-exp(-t/T
1

) 

1-e)<p (-tiT 0) 

( 1 ) 

(2 ) 

where p(. J denotes a probabi lity. The average p(t)=1 (sigma-on) and p(t)=O 

(sigma-off) interval durations are T1 and TO' respectively. The transition 

probability densities mentioned above are 1/T1 and 1/To' respectively. 

These distributions have already been proposed by Zung et al (1965). 

They approximate the distributions of real sleep stage durations (Williams et 

al 1964, Yang and Hursch 1973, Brezinova 1975). Some examples are given in 

figuI'e 2. Although the approximation errors may be significant (Yang and 

Hursch 1973), they are probably small compared to interindividual differen­

ces, the influence of sleep pathology or of the subjective scoring procedures 

(e.g. fig.2). They may also be caused by group inhomogeneities, since the 

average of different exponential distributions is not exponential. For these 

reasons, and because it is attractive from a mathematical point of view, we 

have adopted these exponential distributions as our sigma state generator 

model. 
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Figure 2: Distributions of durations, T, of sleep stage 2 intervals in 
healthy young subjects, as derived from original data of Yang and 
Hursch (0), Williams et al (x) and Bf'ezinova (0). The two fitted 
exponential distributions (solid lines) correspond to average 
interval durations of 13 and 4 min. The (0) and (x) groups have 
been scored by the same laboratory. 

Based on this description of the sigma state, p(t), and its relation to 

the EEG, e(t), the problem can be reformulated as follows: which monitor pro-

vides at all times, t, during the recor'ding interval, It,O~t<T), the optimal 

* decision, p(t), on the current value of p(t), based on the full EEG realisa-

tion, E(O, T)::le(v) ,O~V<T). As an optimization rule, we have adopted a Bayes 

criterion (Van Trees 1979): e.g. the monitor should minimize the expected 

false-decision rate. 

H!_._~_,- Deriva.tion of j;he sle~~ate monJ.!or 

First, we will show that the model of figure 1a is equivalent to a set 

of two differential equations: one describing the process p(v) as a differen-

tial equation driven by a martingale process, and the other describing its 

relationship to white noise observations. This description enables the use of 

a known filter algorithm (Wonham 1965) for the derivation of the monitor. The 

process u(v) of figure 1a can be reconstructed by inverse filtering by L- 1(f) 
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and integration of the recorded EEG, e(u). From now on, u(v) is taken to be 

the observed process. Because the feedback signal, s(v), can be reconstructed 

by filtering e(v) by G(f) .L- 1 
(f), it is a known soignal. Therefot'e, figure 

1a is equivalent to the following dHferential equatoion, that reO'ates the 

process p(v) to the observations: 

dU(IJ) p(v)·s(IJ)·dIJ + dw(v) (3 ) 

u(O) 0 

where u(v) are the observations, s(IJ) is a known signal, w(v) is a standal'd 

Wiener process [i .e.dw(v)/dv is white noise] and p(v) is the sigma state to 

be mon i tored. The process p (v) can be wr i tten [i n correspondence to (1) and 

(2)) as a binary Markov chain: 

dp(v) !l-P(IJ)}.dQo(V) - p(V).dql(lJ) (4) 

p(O) € 10,11 

where ql (v) and qo (v) are mutua lly independent Poi son count i ng processes 

(Larson and Shuber't 1979, Snyder 1975). These processes are sta i rcase func-

tions that are constant [i.e. dq.(v)=o] except for positive unit steps [i.e. 
1 

dq.(V)=l] that occur with constant probability densities (also called rates), 
1 

llTl and liTO' respectively. Equation (4) can be transformed into: 

dp(v) 1(1-p(IJ))/TO-p(V)/T1}·dV + dm(IJ) 

p(O) € 10,11 

by substitution of: 

-30-

(5) 



dm(v) (6) 

Because Idqo(V)-dVITo) and Idq1(V)-dVIT1) are the increments of two centred 

Poisson processes (Snyder 1975), the process m(v) is a martingale and (5) is 

a martingale-driven differential equation. A nice introduction to martingales 

has been given by Wong (1973). Any stochastic process, m(v), with conditional 

expectation Elm(v) Im(T) ,T~s)=m(s) for all S<lJ, is a mar'tingale. In (6), the 

expectations of the increments, dqi (v), are precisely compensated by the 

terms, dvIT .. Therefore Eldm(v))=O and m(v) is a martingale. 
1 

Having described the model by the differential equations (3) and (5), 

we can now proceed to the derivation of the optimal monitor. The optimal 

* decision, p(t), on p(t) can be obtained from the set of observations, 

U(O,T)=ldu(lJ),O~v<T), by comparing the likelihood ratio (Van Trees 1979): 

L(t) flu(o, T) Ip(t)=1 )lfIU(O, T) Ip(t)=ol (7 ) 

where fl. 1.1 are conditional probability densities, to a constant threshold, 

K. This threshold depends on the optimality criterion and will be discussed 

* later. When L(t»K the optimal decision is 'sigma state on', i.e. p(t)=1. 

* When L(t)<K it is 'sigma state off', i.e. p(t)=O. Later, we will use the 

simple relationship (8) between L(t) and the conditional expectation, 

p(t)=Elp(t)lu(O,T)I, wich can be derived by Bayes' theorem from (7): 

L(t) [fIU(O,T),p(t)=1)/Plp(t)=1)]' [plp(t)=O)lfIU(O,T),p(t)=O)] 

[plp(t)=O)/Plp(t)=1)] • 

• [plp(t)=1IU(O,T))lfIU(O,T))] • [fIU(O,T))/Plp(t)=oIU(O,T))] 

(TOfT1) .p(t)/11-P(t)) 
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where P { . J denotes a probab i 1 ity, P { . I . J a condit i ona 1 pI'obabi"' ity and f { . J a 

probability density. The likelihood ratio can be factorized into a 'past' 

observations part and a 'future' observations part as follows: 

L(t) 

because of the Markov property of p(v) and the independence of the 
Wiener increments, dw(v), in (3) 

+ -
L (t)· L (t) (9) 

where L+(t) is the likelihood I'atio based on only 'future' observations, 

U(t,T)={du()}),t~V<TJ and where L-(t) is the l"ikelihood ratio based on only 

'past' observations, U(O,t)={du(v),O,v<tJ. 

Like in Kemp (1983a ) we will first concentrate on L -It) wtl"ich, like 

L(t) from (7) and (8), can be written as a function of the conditional expec-

tation, p- (t)=E{p(t) IU(O,t) J: 

(10) 

A differential equation to obtain the filtered estimate, p-(t), has been 

derived by Wonham (1965) with the condition that s(v) is non-anticipative 

with respect to u(v) (see also Liptser and Shiryayev 1977). In order to 

fu If ill th i s cond it ion, the increments, dw())), in (3) shou 1 d be i nterpI'eted 

as Ito-(forward-)differentials (see also Larson and Shubert 1979: ch.6). This 

interpretation does not affect the dynamics of the model (Wong and Zakai 

1965). The filter differential equation reads: 
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([1-P-(V))/TO-p-(V)/T1)·dV + 

+ S(V)'P-(V)'(l-p-(v))'(du(V)-p-(V)'s(v)'dV) ( 11 ) 

Driving this equation fl'om v=O to v=t yields p-(t). Equations (11) and (10) 

are theoretically sufficient for the recursive computation of L (t). However, 

the proper physical implementation of (11) is obscured (Wonham 1965, Kailath 

1969, Cl ements and Anderson 19'73) because of the unknown behavi our of the 

The effects of discretizing the algol'ithm, limiting the frequency band and 

high frequency deviations from the model are not quite clear. This difficulty 

can be met by a logarithmic transformation of L(t). For digital implemen­

tation reasons (sect.III.4) we have chosen a 210g transformation, yielding 

the new variable, A(t), also called the test statistic for reasons to be 

explained later: 

A(t) 2109 (L(t)) = 210g (L-(t)) + 21og (L+(t)) 

A-(t) + A+(t) 

where 

2 -
log( L (t)) 

(12 ) 

(13 ) 

The differential equation for the computation of A-(t) can be det'ived from 

(13) and (11). Because (11) is driven by white noise, this may not be done by 

the ordinary chain rule for differentiation, but Ito's differentiation rule 

(Larson and Shubert 1979, Kailath 1969) should be applied as follows: 
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2 
+ V,[6 211 (V)/6p- (V))·ls(V)·P-(V)'[1-p-(V)))2. dv (14 ) 

The partial derivatives can be obtained from (13): 

611-(V)/6p-(v) 2log (e)/lp-(V)'[1-p-(V))) 

2 
6211-(V)/6p- (v) 2log (e)'12p-(V)-1)/lp-(V)'[1-p-(V)))2 

Substitution in (14) of these derivatives and of dp-(v) from (11) yields the 

differential equation for II-(t): 

dll - (v) 2 log ( e) • [ [ 1 / 1 TO' P - (V) ) -1/1 T 1 • [ 1 -13 - (v) ] ) ] • dv + 

+ s(V)'ldu(v)-p-(v)'s(V)'dV) + Yzs 2 (V)'12p-(V)-1)]'dV 

2log (e)'[[12-11 (V)-1)/T
1
-1211 (V)-1)/To]dV + s(V)du(v)_y,s 2(V)dV) 

11-(0) 0 (15) 

Driving this equation from v=o to v=t yields II-(t). Figure 3 shows the imple-

mentation block diagram. It appears to be an integrator with exponential 

feedback. The interpretation of the white noise containing driving term, 

dc(V)=2 log (e)ls(V)du(v)_y,s 2(V)dV). is now straightforward. From (3), we have: 

Because dw(v) is an independent forward increment, the conditional expec-

tation of the driving term equals: 
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E I de (v) I p (v) ) 

Therefore, the integrator will be driven to positive values during sigma-on 

intervals [oj .e. p(V)=1] and to negative values durojng sigma-off intervals 

[i .e. p(v)=O]. The saturation effect, caused by the exponential feedback, 

limits the time needed to react to a transition of p(v). Quite satisfactory, 

this effect increases with increasing transition rates, 1/T1 and 1/TO' An 

equivalent 'past' observations test has already been derived (Kemp and Blom 

1981) by solving the discrete time analogue of the problem. 

u(t) 

e(t) s(t)du(t) 

s(t) 

Figure 3: Implementation block diagram for the generation of the 'past' 
observations test statistic, A-(t). 

Because (5) may also be interpreted as a backward differential 

equation, the transformed 'future' test statistic, A+(t), follows from 

exactly the same differential equation: 

+ + 
2log (e)'[[!2-A (V)-1)/T

1
-!2 A (V)-1)/To]dV + s(V)du(V)_~S2(V)dV] 

o (16 ) 

except that this is a backward differential equation that has to be driven 

from v=T ('future') to v=t ('present') in order to obtain A+(t). 
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According to (9), summation of A-(t) and A+(t) yields the desired test 

statistic, A(t), from which the likelihood ratio, L(t), can be obtained. How-

ever, instead of comparing L(t) to the threshold, K, in order to obtain the 

* 2 optimal decision, p(t), a more direct procedure is to compare A(t)= logIL(t)) 

directly to the transformed threshold, ~=2logIK). In other' words, A(t) is a 

sufficient statistic for testing whether p(t)=1 or p(t)=O. Generally, the 

Bayes' threshold for minimizing expected 'costs' reads (Van Trees '979): 

K (C'lo!Co l,)'P{P(t)=o)!plp(t)l) 

(Cllo!Coll):(TO!Tl) (17 ) 

* * where C'lo and Coil are the 'costs' of the false decisions, p(t)=, and p(t)=O 

respectively. If we want to minimize the false decision rate (i.e. 

C,lo=col')' the transformed threshold equals: 

2 log l K t ) ra e (18 ) 

If we want to minimize the false decision percentages (i.e,C'lo!Co I1=T,!To )' 

this threshold equals: 

o ('9 ) 

We will not describe our implementation in full detail. However, a few 

remarks can be made that will facilitate any particular application. 

Because of the monitor's non-linear feedback (fig.3), the signal power 

is important. The reconstructed signals should be amplified so that, during 

sigma-off intervals (e.g. during drowsy sleep or wakefulness), the 
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reconstructed observations, u(v), equal a standard Wiener process, i.e. its 

derivative is white noise with two-sided power spectral density 1. 

The resonance filter, G(f), which is required for the reconstruction of 

s(V), is basically an LRC-circuit (fig.4) in which the inductance, L, has 

been real ized by gyrating a capacitance, C1 . The gyrator' consists of two 

matched operational transconductance amplifiers (LM13700). Both transconduc-

tances, g, are linearly proportional to the bias current, i g . Therefore, the 

resonance frequency, f O=1/(2rrVLC)=g/(2rrC 1), can be tuned by a linear potentio 

meter with a linear dial. The bandwidth, B=(1/R
1
+1/R2)/(2rrC 1), has been fixed 

at 4Hz. The maximum gain, Go' can be tuned linearly from 0 to 1 by the poten-

tiometer, R. 

ig 
r-L--, 

t}
, 9 r.-: -.--+::------=--1+........_ 
, , , - , 
: 9 ! L. ____ ..J 

LM13700 

Figure 4: Analogue realization of 
the resonance filter, G(f). By 
the capacitor, C2, the circuit 
also performs the inverse 
filtering by L-1(f). 

The inverse filtering by L-
1 (f) in the signal path for reconstruction 

of s(v) may be performed by analogue circuitry (e.g. by adding capacitor C2 

in figure 4). The reconstruction of du(v), however, must be approximated in 

discrete time as follows: 

lIu(V) e(v).lI + le(v+1I)-e(V)}/2rrfc (20) 

Using this implementation, it is not necessary to reconstruct the physically 

not realizable white noise containing process du(v)jdv. Also, by the forward 

time shift, lI, the differences, AU(V), are forward differences with respect 
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to s(v). They approximate the differentials, du(v), that were required to be 

forward differentials in the derivation of (11). Only with this forward time 

shift, does the discrete time approximation, 

AC(V)=2log(e)ls(V)AU(V)_~s2(V)AI, behave like the continuous time driving 

term, dc(v), in the original equations (15) and (16), i.e.: 

E lAc ( v) I p (v) 1 

Not implementing this shift will cause severe bias (Kemp 1983b
). 

By choosing a time step A=e log (2) '2- 6s, the discr'ete time approxima-

tions of (15) and (16) are the simple difference equations: 

Mi(V) (21 ) 

Where iEI-,+1 and the driving term: 

Ac(v) [ -6 I } 2 -6] s(v)' e(v)·2 + e(v+A)-e(v) • log(e)/(2rrf )-~s(v)'2 c 
(22) 

Because the a priori informations, TO' T 1, and f c ' are rather crude estima­

tes, we may as well requ'ire TO' T 1 , and 2l0g (e)/(2rrfc ) to be powers of 2. 

Now, one update, Mi(V), requires only bit sets, bit shifts, adding and one 

multiplication. 

The forward equat ion (21, i =-) can be updated on- 1 i ne. The backward 

equation (21,i=+) requires storage of Ac(v) over de 'future' interval, 

It~V<TI. However, because of the exponential feedback, the length of this 

i nterva 1 may be 1 i mited to 54s, i. e. I t~v<t+54 I, without not i ceab 1 e perfor'-

mance degrading. 
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All digital operations can be performed in real time by a MC6801-based 

microcomputer unit. The total parts costs of the (analogue and digital) 

system (fig.5) are about US$400.-

Figut'e 5: Realization of the 
monitor, showing continuous 
control for tuning the signal 
power and thumbwheels for setting 
GO' fa. TO and Tl' 

A rather simple performance analysis (fig.6) can be carried out by 

simulating a patient using our EEG gener'ator model. Although the obtained 

values wi 11 not be val id for real pat'ients, some important qual itative 

conclusions can be drawn. 

exponential 

distribution 
model 

Figure 6: Performance analysis system 

monitor compare 
P(p(t)=p(t» 

The modulating process, p(t), has been simulated according to the 

described exponential distributions (method in Snyder 1975:p.62) and fed to 

the analogue model of figure l a . The output 'EEG', e(t). of the model is then 

* fed into the sigma state monitor that provides the optimal decision, pit). on 
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* pit). Comparing pIt) to pIt) over a period of 15h gives the probability of a 

* correct decision, p{p(t)=p(t)). For a 'difficult' patient' with a feedback 

gain, G
O

=0.6, corresponding to very low siyma power, and with average inter­

val lengths, T
1

=T
O

=64s, corresponding to rather many state transitions, this 

probability is 0.989. Most false decisions were made near interval bOlJll-

daries. The results for other gains and interval lengths, including some in 

which the monitor parameters differ from the model parameters, have been sum-

marized in table 1. 

Model 

x 0.60 

Matched 
gains 

0.70 
0.30 
0.20 
0.10 
0.05 

Matched 0.60 
rates 0.60 

0.60 
0.60 

Unmatched 0.10 
gains 0.30 

0.50 

Unmatched 0.60 
rates 0.60 

0.60 
0.60 

Unmatched 0.60 
frequen- 0.60 
cies 0.60 

0.60 

12 64 

12 64 
12 64 
12 64 
12 _ 64 
12 64 

64 

64 
64 
64 
64 
64 

12 1 1 
12 4 4 
12 16 16 
12 256 256 

12 64 64 
12 64 64 
12 64 64 

12 16 16 
12 16 64 
12 64 16 
12 256 256 

8 64 64 
9 64 64 

10 64 64 
16 64 64 

Monitor 

0.60 

0.70 
0.30 
0.20 
0.10 
0.05 

12 

12 
12 
12 
12 
12 

0.60 12 
0.60 12 
0.60 12 
0.60 12 

0.60 12 
0.60 12 
0.60 12 

0.60 12 
0.60 12 
0.60 12 
0.60 12 

0.60 12 
0.60 12 
0.60 12 
0.60 12 

64 

64 
64 
64 
64 
64 

64 

64 
64 
64 
64 
64 

4 4 
16 16 

256 256 

64 64 
64 64 
64 64 

64 64 
64 64 
64 64 
64 64 

64 64 
64 64 
64 64 
64 64 

Performance 

* 
p{p(t)=p(t)) 

0.989 

0.990 
0.947 
0.891 
0.745 
0.608 

0.74'7 
0.873 
0.958 
0.997 

0.501 
0.770 
0.983 

0.948 
0.980 
0.975 
0.997 

0.502 
0.694 
0.973 
0.535 

Table 1: Performance for different (matched and unmatched) values of gain, 
GO' centre frequency, fo(Hz), and rates, Tl and TO (s), of the model 
and the detector. X values are standard settings, corresponding to a 
'difficult' patient. 
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Apparent'ly it is possible to relate a model, that describes the most 

conspicuous characteristics of the EEG and the sleep stages, to the one and 

only optimal sleep stage monitor for that model. Therefor'e, optimizing the 

model implies optimization of the monitor. For instance, if non-linearities 

in the sigma rhythm generation can be simulated by a non-'linear'ity in the 

bandpass filter, G(f), this non-linearity should also be incorporated into 

the mon itor I s G (f). A 1 so, the exponent i a 1 feedback of the integrator can be 

optimized by tuning Tl and TO to the real, possibly time-dependent statistics 

of the sleep stages. 

The driving correlator term, dc(v), of the integrator suggests that 

power measures are more appropriate than amplitude (or envelope) measures. In 

fact, the sometimes applied bandfilter-squarers corne rather c'lose, although 

they generally have smaller bandwidths. The exponential feedback integrator 

provides an answer to the segmentation problem that arises when using the 

standard scoring rUloes (Rechtschaffen and Kales 1968) or methods 1 ike power 

spectral analysis. On the one hand, segments should be short in order not to 

miss small intervals, but on the other hand they should be long in order to 

minimize variance. The optimal compromise appears to be the exponential feed­

back integrator. The decision threshold, K, provides the possibility of 

obtaining different results for different problems like minimizing the false­

decision rate vs. minimizing false-decision percentages. 

For' practical sleep stage scoring, some interesting conclusions can 

already be drawn. Firstly, mathematics may create original and attractive 

solutions to this old problem, when applied to suitable models. Second'ly, the 

noisy character of the EEG and the jumping behaviour of the sleep stages do 

not necessary abolish the possibility of obtaining 99% correct decisions, And 

finally, monitoring performance is hardly degraded by the small mistunings of 
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sigma power and sleep stage statistics that wi 11 inevitably occur in prac­

tice. 
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B. Kemp 

Reproduced from Biological Cybernetics 1986, 54:133-139 

A model has been proposed for the stochastic occurrence of bursts of 

rapid eye movements (REMs) during sleep. REM-bursts are simulated by a 

Poisson counting process with a rate that depends on a binary Markov 'sleep 

state'. The corresponding maximum likelihood detector, that continuously 

monitors the current sleep state based on the observed REM-bursts, has been 

derived and implemented. Simulations show 97% correct decisions. 

The various stages of human sleep can be recognized by (a.o.) different 

eye or body movements, muscle tension and several components of the 

electroencephalogram (Rechtschaffen and Kales 1968). One of the former are 

the rapid eye movements (REMs): fast rotations of the eyes which occur irre-

gularly, but almost exclusively during wakefulness and during one of the 

sleep stages that is consequently called REM-sleep (Herman et al 1983, 

Schiller 1984). Most systems for automatic sleep stage monitoring are, there-

fore, partly based on monitoring the 'REM-state' of the brain; that is the 

state (either wakefulness or REM-sleep) during which REMs do occur. 

Figure 1: Eye movement record i ng dur i ng REM-s 1 eep. Note the two bursts of 
Rapid-Eye-Movements (+). 
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The eyes form strong dipoles. Their REMs occur abruptly and are much 

faster than other eye movements which may also occur during other (NREM) 

sleep stages (Herman et a1 1983). Both eyes move simultaneously in the same 

direction. REMs can, therefore, be detected fairly reliably, either visually 

or automatically, from recordings using surface electrodes in the vicinity of 

the eyes (e.g. Broughton 1982, McPartland cwd Kupfer 1978, Ktonas and Smith 

1978, Toth 1971, Goldberg and Beiber 1979, Gopal and Haddad 1981, Kayed et al 

1979, Smith 1978 and figure 1). However, because the time between successive 

REMs during an uninterrupted REM brain state may amount to several minutes 

(Jacobs et al 1971, Aserinsky 1971, Dement and Kleitman 1957), it is dif­

ficult to decide whether there has been a real interruption of the REM-state 

by a NREM-state or whether' REMs were accidentally not generated for some time 

during an uninterrupted REM-state. Some type of temporal smoothing must pro­

vide the appropriate decision. For instance, the usually applied standard 

sleep scoring rules state that any interval without REMs, but contiguous with 

stage REM, should be classified as stage REM except when clear signs for 

other stages do occur. It is not clear how many stage interruptions will thus 

be ignored (Rechtschaffen and Kales 1968). 

Because both the brain state and the REMs during the REM state seem to 

be stochastic processes, an appropriate smoother should take into account 

their statistical properties. Such a smoother can be developed by modelling 

those processes and deriving the likelihood ratio for the problem 'state REM 

or state NREM?'. Using this approach we recently developed a brain state 

monitor based on continuous electroencephalographic (EEG) observations (Kemp 

et al 1985). It included an integrator with exponential feedback as a 

smoother that was based on brain state statistics. The integrator was driven 

by the EEG. However, here we are dea 1 i ng wi th REMs that are di scont i nuous 

point observations. Theref9re the same mathematics do not apply. It is not 
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clear whether this type of integrator may be used and if so, how it should be 

dr'iven. 

In this paper' we propose a model for the REM observations and derive 

the corresponding maximum likelihood monitor for the underlying brain state. 

We describe its performance characteristics and some general implications for 

sleep stage classification . 

. lV-,~-,-J:'!'~l{!llLfc::>rml!l~.UQ!lL.~J!LOsLel 

Both the brai n state and the REM gener'at i n9 mechani SOl wi 11 be for­

mulated in the form of differential equations that are driven by martingale 

processes. This description enables the use of a known filter algorithm for 

the derivation of the monitor. 

We have conformed to the usual classification of sleep into a limited 

number of stages. Little is known about the statistical properties of the 

transitions between them. However, the sleep stage scoring guides that are 

used in clinical practice (e.g. Rechtschaffen and Kales 1968) do not invali­

date the assumption that there is, at any moment, a fixed probability for the 

occurrence of each possible transition. If we take this assumption to be 

true, sleep stages are generated by a continuous time Markov chain pl'ocess 

(e.g Larson and Shubert 1979). This process has already been proposed as a 

sleep stage generator model by lung et al (1965) and its simulations show a 

good resemblance to real sleep stage patterns (Kemp and Kamphuisen 1986). If 

the process were homogeneous, i. e. wi th constant trans it i on probabi 1 it i es, 

then the sojourn times (being the times between successive transitions, 

during which sleep remains in the same stage) would be exponentially distri­

buted. These distributions indeed approximate those of real sleep stage 

sojourn times (Wi'lliams et al 1964, Yang and Hursch 1973, Bf'ezinova 1975, 

Kemp et al 1985). For these reasons, and because it is attractive from a 
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mathematical point of view, we have adopted the Markov chain process as our 

brain state generator model. 

In the present paper we are interested only in the transitions between 

REM states (many REMs) and NREM states (few or no REMs). We have therefore 

simplified the Markov chain to a binary one, p(t)c(a,'}, and REMs are 

generated predominantly when p(t)=,. The sleep state generating mechanism 

shows clear periodicities and trends that are different for different indivi­

dua 1 s (Kemp and Kamphu i sen '986). Since one genera 11 y does not dispose of 

sufficient'ly rel iable a priori information about these individual dynamics, 

we have further simplified the binary Markov chain to one with constant tran-

sition rates, i.e. a homogeneous one. Another argument for this is that we 

intend to use the monitor for the quantification of these dynamics and this 

should not be biased by a priori assumptions. Later, we will show that this 

choice is not very critical for the performance of the monitor. The 

corresponding homogeneous brain state generating differential equation reads 

(Kemp et al '985): 

dp(8) [,-p(8)] 'dqa(8)-p(8) .dq, (8) = 

{['-P(8)]/Ta-P(8)/T,)d8+[,-p(8)] [dqa(8)-d8ITa]-P(f)) [dq,-d8IT
1

] = 

{[1-P(8)]/Ta-P(8)/T,)d8 + dm,(8) 

p(a) € {a,,) 

(1 ) 

where q, (8) and qa(8) are mutually independent Poisson counting processes. 

These processes are constant (i.e. dqi(8)=a) except for positive unit counts 

(i .e. dqi (0)=') that occur with rates '/T, and '/TO' respectively. Con­

sequently, m,(O) according to (') is a martingale. The average sojourn times 

in the REM state (p(8)=') and the NREM state (p(fJ)=a) are T, and TO (about 20 

min. and 60 min.), respectively. 
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Although there is some correlation between REMs and activity in certain 

neuroanatomically defined structures (Nelson et al 1983, McCarley et al 1983, 

Friedman and Jones 1984, A'lihanka et al 1975), the physiological mechanism 

underlying their irregular appearance is not known. However, a phenomenologi­

cal model may be based upon the statistics of the waiting times between two 

success i ve REMs. The REMs tend to occur in short bursts and severa 1 authors 

(Spreng et al 1968, Aserinsky 1971, Jacobs et al 1971) have demonstrated two 

groups of waiting times during the REM state. The first are intraburst times, 

shot'ter than about 3 seconds. The other are interburst times, averaging about 

1 minute. Because these rather long times between bursts within the REM state 

are critical for REM state monitoring, they wi 11 form the basis for our 

model. The same authors suggest the possibility of an exponentially distri­

buted waiting time, especially when intraburst times are omitted. They pre­

sent waiting time histograms that support this suggestion. Although they show 

significant differences to this distribut'ion, these may be caused by the 

intra- and interindividual variability in REM density that is known to exist 

(Feinberg et al 1967, Salzarulo 1972, Spiegel 1981). Therefore we have 

adopted the Poisson counting process, n(e), that is suggested by these 

distributions, as a reasonable first approximation of the REM-burst sta­

tistics. Each count, dn(e)=l, generates a REM-burst and the intercount inter­

vals are exponentially distributed. As in (1) we can write the REM-burst 

counting process in the form of a martingale-driven differential equation: 

dn(e) r(e)·de + dn(e)-r(e)·de 

r(e)·de + dm 2(e) 

n(O) 0 

(2 ) 

where r(e) is the rate of the Poisson process, n(O), i.e. the density of the 
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REM-bursts. Consequently, m2(o) is a martingale. During REM states (p(O)=1) 

this rate equals r 1 (about 1/min). Dlwing NREM states (p(O)",O), the rate is 

partly determined by false positive REM detections and equa·ls r ° (about 

.02/min). Or equivalently: 

r (fj) (3) 

Equation (1) describes the generation of the brain state, while (3) and 

(2) describe the related generation of the observed REM-bursts, dn(8). Figure 

2 shows a simulation by this model. Based on this description, the problem 

can be reformulated as follows: find the monitor which provides at all times, 

t, during the recording interval It,O'tcTJ, * the optimal decision, p(t), on 

the current value of p(t), based on the whole n·ight observation, 

N(0,T)=ldn(8),0'O(TJ, of REM bursts, dn(9). As an optimization rule, we have 

adopted a Bayes criterion (e.g. Van Trees 1979): the monitor should minimize 

the expected false-decision rate. 

Next page: 
Figure 2: Monitoring the model during 10 'nights' of 8 hours. The upper, 

middle and lower traces of each night show: 
--- --."-.- optimal decision is 'REM', when interrupted 'NREM' 

" """ : 9 simulated REM-bursts, dn(t) 
---. --.----- : simulated brain state is 'REM', when interrupted 'NREM' 
Parameters of both the model and the monitor: Tl'=20 mi n., TO=60 
min., r1=1/min., ro=.02/min. Note some incorrect classifications of 
the REM-state (1) and the NREM-state (0). 

-48-



-4
9

-



J\I .• 3. , .1!~r.t~!ltJ()I1.9t . ~he B!=M.~t.C1t~m()nJt()r. 

* The optimal decision, pIt), on pIt) can be obtained from the set of ob-

servations, N(O,T), by comparing the likelihood ratio (Van Trees, 1979): 

L(t) f{N(O, T) Ip(t)=11/f{N(O, T) Ip(t)=ol (4) 

where fl. 1.1 are conditional probability densities, to a constant threshold, 

K. K depends on the optimality criterion. We adopted the Bayes' threshold for 

minimizing the expected fa·lse-decision rate, which reads (Kemp et al 1985): 

(5) 

* When L(t»K the optimal decision is 'brain state REM', i.e. p(t)=l. When 

* L(t)<K it is 'brain state NREM', i.e. p(t)=O. Using a similar reasoning as in 

our ear 1 i er paper (Kemp et a 1 1985), but now us i ng the Markov property of 

pre) and the mutual independency of the Poisson counts, dn(e), we may split 

L(t) into a 'future observations' part and a 'past observations' part as 

follows: 

L(t) (6) 

and again: 

L i (t) id-,+} (7) 

where the expectations, based on 'past' and 'future' observations are: 
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p-(t) E{p(t)l{dn(O),O~O<tJJ 

E{p(t)l{dn(O),t~O<TJ J (8) 

We will first concentrate on the 'past observations' likelihood ratio, 

L-(t), that is a function of p-(t) according to (7). A differential equation 

to obtain p-(t) has been derived by Van Schuppen (1977:theorem 4.2), see also 

Segall et al (1975), Vaca and Snyder (1978) and Snyder (1975). It reads: 

{[1-p-(0))/TO - p-(O)/T 1JdO + 

(r -r )'p-(0)'[1-p-UI)] 
+ 1 0 '{dn(O)-[r +(r -I' )'P-(O)].dOJ 

- 0 1 0 r O+(r1-rO)'p (0) 

(9) 

DI'iving (9) from 0==0 to O=t yields p-(t). The initia-' condition, p-(O), 

depends on experimental conditions. For instance, if we are rather sure that 

the monitor is started during wakefulness, p-(0)~1. Equations (9) and (7) are 

sufficient for the recursive computation of L-(t). However, the number of 

required multiplications can be reduced and the algorithm can be interpreted 

more clearly by the application of a logarithmic transformation. For nota-

2 tional simplicity we will use the ln rather than the log from our earlier 

paper (Kemp et al 1985). The transformed variable equals: 

A(t) In{ L (t) J (10) 

where, according to (7): 

( 11) 
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The differential equation for the computation of A-(t) can be obtained from 

(11) and (9). However, because (9) is dr'iven by discontinuous counts, this 

may not be done by the ordinary chain rule for differentiation, nor by ItO's 

differentiation rule, but the It6/DolAans-Dade/Meyer differentiation rule 

that accounts for these discontinuities (Van Schuppen 1977, Boel et al 1975, 

Vaca and Snyder 1978, Segall et al 1975, Segall 1976) must be applied as 

follows: 

(12 ) 

where 6./6. denotes a partial derivative, wldp- (0) I denotes the continuous 

part (i.e. dn(e)=O) of dp-(e) in (9) and LlIA-(B)1 denotes the discontinuous 

jump in A-(e) that is caused by a count, dn(e)=1. According to (11), this 

jump equals: 

lnl(To/T1)'[p-(e)+Lllp-(e)ll/[1-p-(e)-Lllp-(e)111 -

- lnl(To/T1)'p-(e)/[1-P-(e)JI (13 ) 

where Lllp-(O)I denotes the jump in p-(e) that is caused by a count, dn(O)=1. 

According to (9), this jump equals: 

LI{ P (0) I (14 ) 

Substitution of (14) in (13) shows that: 

(15 ) 

The partial derivative in (12) can be obtained from (11): 
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(16) 

Substitution of (15), (16) and the continuous part, wldp-(e)l, of (9) in (12) 

yields the differential equation for A-(t): 

Driving (17) from e=o to fJ=t yields A-(t). The init"ia"J condition, A-(O) is a 

funct ion (11) of P (0), which depends on the state of the subject when the 

monitor is started. 

Figure 3: Block diagram of the exponential feedback integrator that generates 
the 'past observations' test statistic, A-(t), if driven by the 
observed REM-bursts, dn(t). 

Figure 3 shows a block diagram of the algorithm. It appears to be an 

integrator with exponential feedback that is driven by: 

dc(fJ) (18 ) 

The interpretation of this driving term is simple. Assume r 1>rO' Between REM­

bursts, i.e. dn(e)=O, the integrator will be driven to negative values while 

REM-bursts ki ck it to more pos it ive va 1 ues. Accordi ng to (2) and (3), the 

conditional expectation: 
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E{dn(O) Ip(e) ) (19 ) 

which implies that the conditional expectation of the driving term equals: 

-..... -o 
"0 -W 

I 
I 
I 
I 
I 
I 
I 

3 4 

(20) 

Figure 4: Relationship between 
the conditional expectation, 
E{dc(t) Ip(t)}, of the driving 
term, de (t) , and the REM-rate 
ratio, r1/rO' Note that, for any 
ratio, the sign of the expec­
tation directly corresponds to 
p( t). 

Figure 4 shows the behaviour of this term for different values of (r 1/rO) and 

of pie). Apparently, the integrator is, on average, driven to positive values 

during REM-states (i .e. p(e)=1) and to negative values during NREM-states 

(i.e. p(e)=O). The saturation effect that is caused by the exponential feed-

back limits the time needed to react to a transition of pie). Quite satisfac-

tory, this effect increases with increasing transition rates. 

Because (1) and (2) may also describe the system in the backward time 

direction, provided we invert the sign of the Poisson counts, dn(e), and of 
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the time increments, dO, the transformed 'future' test statistic, )/(t) 

follows from the corresponding differential equation: 

A+(O) A+(O) 
I[e- -1)/T1 - [e -l]/Tol·l-dOI + 

+ In(r1/rO)'I-dn(o)I-(r,-ro)'I-dOI (2' ) 

except that this is a backwal'd differential equation that has to be driven 

from 9=T ('future') to 9=t ('present') and consequently by non-positive 

counts, dn(9), and time increments, dO, in order to obtain A+(t). The initial 

condition, A+(T), is a function of P+(T) and depends on the state of the sub-

ject at the end of the registration. 

Because the likelihood ratio is a function of A-(t) and A+(t): 

L(t) 
- + 

eA (t)+A (t) (22) 

the prob 1 em is now so 1 ved. However, although (17) and (21) enab leone to 

understand and provide a plausible interpretation of the algorithm, it can be 

transformed into a computationally more efficient form. By substitution of 

(22), both the forward equation (17, i=-) and the backward equation (21, i=+) 

can be written as a differential equation for Li(9): 

.2 . 
[L' (O)-L'(O))/TO 

ie{-,+l (23) 

Between counts, i.e. dn(9)=O, this is a separable first order differential 

equation with the analytical solution which allows direct computation of 

L ; ( 9 ) from L i (<p) : 
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(24) 

where ie{-,+) and i(t/>-e)~o. The constants are P1=~!-b+VC), P2=Yz!-b-VC) , and 

a=-To/VC, where b=To/T1-1+To·(r'1-rO) and C=b
2

+4TO!T1' Accor'ding to (17) and 

i (21) a count adds In(r
1
/rO) to A (e). Therefore, according to (22), a count 

causes Li(e) to be multiplied by r1/rO: 

L i (e+de) (25 ) 

We computed L-(t) forward (starting at £1=0) and L+(t) backward (starting at 

e=T) with a time resolution of 1s, according to (24) between counts and 

according to (25) at counts. Multiplication according to (6) yields the like-

lihood ratio, L(t}, that was compared to the threshold, K, in order to obtain 

* the optimal decision, pit}, on pit). 

A rather simple performance analysis was carried out by simUlations 

using our REM-burst generating model. Although the obtained values are not 

necessarily valid for real sleep, some inter'esting qualitative conclusions 

can be dr'awn. 

Both the brain state process, pit), and the corresponding observations, 

dn(t), have been simulated according to (1), (2) and (3) and the 

corresponding exponential distributions (method in Snyder 1975:p.62). The 

resulting observations of 100 'nights' of 8 hours, all starting in the awake 

* state, were then fed into the monitor that provides the decision, pit), on 

pit). We used init~al conditions: 
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00 (i.e. the largest number our computer could handle) 

(26) 

that can be derived by (7) from the initial estimates: 

-p (0) 1 , because the monitor starts in the awake state. 

p+(T) E {p(",')) " T1/(TO+T 1) (2'/) 

, assuming that the stationary situation has been reached at 

the end of the night, 

monitor parameters model performance 
____ :r:.L __ T~ __ :.l ___ ~O __ ._ parameters p(111) p(OIO) p(ili) 

-.----.----~- ---------~------~-----~-

10 30 .5 .04 ,749 .953 .899 

20 60 .02 .949 .985 .975 

40 120 2 .01 .990 .997 ,995 

20 60 ,02 T1=4 .769 .989 .974 

20 60 .02 TO"12 .953 .897 .931 

20 60 .02 r1=·2 .170 .998 .773 

20 60 ,02 rO=·l .953 .932 .938 

20 60 .02 T1=100 .983 .984 .983 

20 60 .02 TO=300 .953 .997 .993 

20 60 .02 r1=5 .999 .971 .979 

20 60 .02 rO=·004 .937 .992 .978 

Table 1. Performance of the monitor for different sojourn times, T1 and TO 
(minutes), and rates, r1 and rO ((min)-l). Model parameters are 
listed only if they differ from the corresponding monitor parame­
ters. p(111), p(olo) and p(ili) are the probabilities of correct 
classification of the REM-state, the NREM-state and the state, 
respectively. Note that sojourn times, differing by a factor 5 from 
the standard values of figure 2, hardly decrease performance. 

-57-



* An example is given in figure 2. By comparing pit) to pit) during the 800 

* hour simulation, the probability of a correct decision, plp(t)=p(t)), was es-

t i mated. For an I average pat i ent I, havi ng REM rates r 1 =1 Imi nute and 

ro=.02/minute and average sojourn times TO=60 minutes and T1=20 minutes, this 

probability is 97%. 

The results for other rates and sojourn times, including some in which 

the model parameters differ from the monitor parameters, have been summarized 

in table 1. 

As in our ear Ii er paper (Kemp et a I 1985) I the opt i ma 1 tempora 1 

smoother appears to be an integrator with exponential feedback that depends 

only on the brain state statistics, TO and T1. Because we a/'e now deaO'ing 

with discontinuous point instead of continuous observations, the driving term 

is different. It is a rather unexpected, but effective (fig.4) function of 

the REM-burst rates rO and r1' 

For practical sleep stage scoring we conclude that, using mathematical 

models, original and attractive solutions may be created for the processing 

of both continuous and discontinuous observations, In particular, the expo-

nential feedback integrator might prove to be a simple and effective alter-

native to the usually appl ied segmentation of sleep recordings into short, 

stationary, intervals. Also, the rather erratic statistical behaviour of the 

REM-bursts and of the brain state does not necessarily abolish the possibi-

lity of obtaining 97% correct decisions. And finally, monitoring performance 

is hardly degraded by the small mistunings of these statistics whoich wi 11 

inevitably occur in practice (table 1). 
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Stochastic models are proposed for' sleep and for the sleep related 

electroencephalogram (EEG), electrooculogram (EGG) and electromyogram (EMG). 

The evolution of sleep through its various stages is described as a Markov 

cha in. The EEG is mode 11 ed us i ng Wi ener processes. The EGG and EMG are 

modelled as combinations of Poisson point processes and Gaussian processes, 

respectively. The EEG models contain a feedback structure that is based on 

physiological data. The maximum likelihood sleep stage monitor, that uses the 

s I eep- re I ated observat; ons, has been der; ved and imp I emented. The agreement 

between automatic and human stage classifications of six sleep recordings was 

70.6%, whi ch was 4.5% worse than the average agreement between six human 

classifiers. Monitoring of simulated sleep suggests that the difficulty in 

separating wakefulness from stage 1 is due to poor model I ing. If one ignores 

this difference, which, from a diagnost'ic point of view is fairly unimpor-

tant, the above mentioned agreement reaches 81.8%, which is 0.5% better than 

the corresponding average human vs human agreement. 

In the course of a night human sleep travels through various stages. 

These stages correspond to (a.o.) typical characteristics of the electrical 

activity of the brain, eye movements and muscle tension (Rechtschaffen and 

Kales 1968). Sleep classification (fig.1) is therefore generally performed by 

screening the recorded electroencephalogram (EEG), electrooculogram (EGG) and 

-60-



electromyogram (EMG) signals for these characteristics. If carried out in 

this way, visual reading and subjective analysis of a whole-night record take 

about 5 hours. Usually, different human classifiers obtain rather incon-

sistent results (Johnson 1977, Monroe 1969). 

° 2 3 4 
I I 

5 6 hours 7 
------1 

8 

Figure 1: Classification of one night's sleep into stages ~akefulness, Bem, 
1, 2, 3 and 4. 

Automatic sleep stage monitoring (Smith et al 1978 (overview), Lim and 

Winters 1980, Gath and Bar-On 1980, Inoue et al 1982, Hoffmann et al 1984, 

Chouvet et al 1980, Hermann and Kubicki 1984, Johnson 1977, Broughton et al 

1979, Jansen et al 1980, Lacroix and Stanus 1985b , Kumar 1977, Hasan 1983, 

Hasan 1985 (review), Campbell and Wilkinson 1981, Martens et al 1982, Smith 

1986) is objective and less laborious. However, in the studies available, the 

agreement between automatic and human classifications is smaller than the 

agreement between human observers (Johnson 1977, Lacroix and Stanus 1985a ,b). 

This suggests that automatic procedures may still be improved. Automatic 

systems have grown increasingly complex, so much so that they have hardly 

been reported in sufficient detail to allow reproduction and interpretation. 

In all systems, some Boolean matrix or decision tree is applied to prelimi-

nary decisions on isolated EEG, EOG and EMG chat'acteristics, 1 ike the pre-

sence or absence of an alpha rhythm in the EEG. No systematic approach to the 

optimal design of such a tree exists. This use of intermediate decisions in 

the process of obtaining one final decision considerably reduces the infor-
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mation from the original signals and is therefore a suboptimal procedure 

(Woodward 1953:ch.3.7). We have shown (Kemp et al 1985, Kemp 1986) that ori­

ginal and rather simple signal processors can be derived, using I ikel ihood 

ratios, from models of sleep and some of the sleep-related signals. Because 

the models are partly based on physiological data, the results may be more 

closely related to physiological real ity than the commonly appl ied methods 

1 ike Fourier analysis or ARMA fi ltering, that are imported from technical 

environments. The 'likelihood ratio method will, by definition, combine the 

various EEG, EOG and EMG characteristics in such a way that no information is 

lost. 

These arguments have led us to develop a comprehensive model of sleep 

and s I eep-re I ated EEG, EOG, and EMG observat ions. The maximum-l ike I i hood 

sleep stage monitor that corresponds to this model will be derived. Its per­

formance on both simulated (by the model) and on real sleep will be 

demonstrated. 

'{ !_~,! _.e.r:~b ~~!lLf2.rmIJJC:Lt.j9IJ.L_!b_E!_ mod.~l 

In this section, we propose models for sleep itself and for the sleep­

related EEG, EOG, and EMG signals. The problem of how to monitor sleep using 

these observed signals will then be formulated in terms of the model. 

We will restrict our observation models to the sigma-, a'lpha-, and 

delta-rhythms in the EEG, the very rapid and the very slow eye-movements 

(REMs and SEMs, respectively) in the EOG and finally the submental muscle 

tone that can be obtained from the EMG. This choice is based on our 

experience that these signal characteristics show a similar sleep dependency 

in most subjects and can be detected fairly reliably. Most investigators, 

involved in automatic sleep stage monitoring apply these characteristics. In 

some cases, theta- or beta-rhythms, K-complexes, vertex sharp waves, sawtooth 
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waves, etc. are also considered. The models and the mathematical derivations 

in this paper can be generalized to include such features. 

We conform to the common proposition in sleep research (e.g. 

Rechtschaffen and Kales 1968) that in the time, t, course of a night, O't<T, 

the sleep state, hIt), that is to be monitored, can be classified into a set, 

S=lW,R,1,2,3,4,) of H=6 stages; loJakefulness, 8em-sleep and the sleep stages 

1, 2, 3, and 4. The transitions between these stages occur in unpredictable 

directions and at random points in time (fig.1). Recently (Kemp and 

Kamphuisen 1986), we proposed a model that accounts for most deterministic 

and statistical aspects of sleep stage patterns. It is an inhomogeneous, 

continuous-time, Markov chain (e.g. Larson and Shubert 1979:ch.3.3). Such a 

model is characterized by time-varying transition rates, 

a'i ,( t) J 1 
i, jeS (1 ) 

where pl.I.) denotes a conditional probabilHy. The time dependencies of 

various rates reflect the well known periodicities and trends in sleep, that 

are different for each individual. The Markov chain is asymmetric in the 

state space, i.e. the rates between different stages differ because some 

transitions occur more frequently and some sleep stages last longer than 

others. However, rel iable a priori information about these individual dyna-

mics and asymmetries is generally not avai lable, particularly when sleep 

patho logy is i nvo 1 ved. Therefore, for our present purpose, we simp 1 ify the 

model to a homogeneous and symmetric, continuous-time Markov chain, i.e. with 

constant and equal transition rates: 

a'i ,(t) J 1 
a i ,je5 (2 ) 
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Another argument for this simplification is our intention to use the monitor 

for' quantif-ication of these dynamics and asymmetries; thus, this quan­

tification should not be biased by a priori assumptions. 

It is possible to derive continuous-time sleep state monitors, that are 

optimal for such models (Kemp and Jaspers 1984, Kemp et al 1985, Kemp 1986). 

However', the der-ivations were based on nonl-inear fi Hers that are not yet 

available for our case in which both continuous signals and point processes 

are observed. Also, the mOl)'itor must eventually be implemented on a digital 

computer and compared to the human classification that is based on segmen­

tation in 30s epochs. Approximation in discrete time with interval, 0 (e.g. 

0=30s), is therefore necessary. This approximation may cause sever'e subop­

timalities, e.g. instability (Clements and Anderson 1973). Having to accept 

this limited time resolution, we may as well reformulate the problem in 

discrete time, i.e. only the sleep state samples, h(no), where n denotes the 

samp 1 e number, have to be mon i tored. We assume that the EEG, EOG and EMG 

generating mechanisms are modulated by these samples only. In this way, the 

s I eep-dependenc i es are updated at the samp Ie times, nO, whereas dur i ng the 

intervals, [no,no+o), they remain constant. Besides the limited time resolu­

tion, 0, no other suboptimalities are to be expected. 

The homogeneous Markov property of hIt) implies (e.g. Larson and Shu­

bert 1979:ex.3.3.3) that the samples, h(no), form a discrete-time Markov 

chain with transition probabilities: 

A P{h(no+o)=jlh(no)=i) p{h(no)=jlh(no+o)=i) {1-exp(-H o a o o))/H 

i ,jeS (3 ) 

For the remainder of this article we will assume n=0,1,2, .. ,N-1 unless spe­

cified otherwise. 
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V.2.2. EEG observations -----------------------

We have proposed continuous-time generator models (fig.2) for both the 

alpha rhythm (Kemp and B 1 om 1981) and the sigma rhythm (Kemp et a 1 1985). 

These models are based on the assumptions that these rhythms originate from 

white-noise-driven feedback structures in which the frequency-selective feed-

back may be inhibited by 'external' influences like sleep. These assumptions 

are supported by physiological and histological observations on sigma-

(Shouse and Stet'man '1979, Sterman and Bowersox 1981), a 1 pha- (e. g. Lopes da 

Silva et al 1976, Andersen et al 1966) and delta- (Corner 1984) rhythms. 

9a 

9a 

96 

L 

dw(t)/dt du(t)/dt e(t) 

Figure 2: White noise (dw(t)/dt) driven structure with a-, a- and 6- feedback, 
responsible for the corresponding components in the EEG, e(t). The 
transfer functions of the analogue linear filters are bandpasses, 
Ga (f)=l/[ltj.(fa/B).(f/fa -fa/f)], Ga(f)=l/[l+j'(f~/B)'(f/fa-fa/f)], 
and lowpasses, G6(f)=1/[1+j. (f/f6)]' L(f)=l/ll+j' (f/fc)]' The 
centre frequencies, fa and fa' are tuned (using power spectral ana­
lysis) to the centre frequencies of the subjects a- and a-rhythm, 
respective 1y. The bandwidths are B'"3. 5Hz and the cut-off frequen­
cies are f6=1.9Hz and f c=1.8Hz. L(f) simulates the volume conduc­
tion from cortical to scalp EEG. The feedback gains, g.(i} depend 
on the sleep stage, i (see table 1). 
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According to this model (fig.2) we can replace the scalp EEG obser­

vations, e(t), by the cortical EEG observations, du(t), since these can be 

reconstructed from e(t) by the inverse, L-1(f), of the volume conduction 

filter and vice versa. From figure 2 we obtain the observations equation: 

du(t) ga(h(nD))'Sa(t)'dt+ga (h(nD))'Sa(t)'dt+98(h(nD))'s8(t).dt+dw(t) 

nD~t<nD+D (4) 

where wit) is the standard Wiener process ('i.e. dw(t)/dt is standard Gaussian 

white noise), the feedback signals, 5 (t) can be obtained on-line (by 

filtering by G (f), assuming the initial state of the feedback filter is 

known) from du(t). Finite conduction velocities always cause small time 

delays in physiological systems. Thereby the increment, dw(t), is independent 

of the feedback signals, s (t). Accordingly, the increments, dw(t) and du(t), 

shou'/d be interpreted as forward increments with respect to s (t). In this 

way, the independence property is maintained in the model. 

The feedback gains, g (.), are modulated by the samples, hinD), of the 

sleep process, hit). Sigma rhythms are present mainly at fronto-central loca­

tions and alpha rhythms mainly at the back of the skull, e.g. on Fpz-Cz and 

Pz-Oz electrode locations (Jasper 1958), respectively. We have, therefore, 

modelled two corresponding observat'ions, duF(t) and duS(t), in which 

ga (h (nO) ) =0 and gO' (h (nO) ) =0, respect i ve ly. Secause the low-frequency com­

ponent, g8(h(nO)'so(t)'dt, of duF(t) will be considerably disturbed by eye 

blinks, the monitor should not use it. Therefore, in duF(t), we set 

go(h(nO))=o. The resulting two EEG models are (with nD~t<nO+O): 

gO'(h(nD))'sO'(t)'dt + dwF(t) 

ga(h(nO)),sa(t).dt + go(h(nO))'s8(t)'dt + dws(t) 
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A variety of EOG preprocessors for the detection of REM-bursts and SEMs 

have been described (e.g. McPartland and Kupfer 1978, Ktonas and Smith 1978, 

Toth 1971, Goldberg and Beiber 1979, Gopal and Haddad 1981, Kayed et al 1979, 

Lacroix and Stanus 1985a ,b, Smith 1978). We recorded the horizontal eye move-

ments us i ng electrodes placed at the outer canthus of each eye. REM-bursts 

and SEMs were detected from this EOG using bandpass and lowpass fi lter'ing, 

respectively. Recently (Kemp 1986), we proposed a model that describes the 

statistics of the detected REM-bursts. It is a Poisson counting process, 

UR(t), with sleep-dependent rate. Each count, du R(t)=I, corresponds to a REM­

burst and between REM-bursts duR(t)=o. In short: 

uR(t) is a Poisson-process with rate, rR(h(nD)) nD~t<nD+D (7) 

Because short intervals between successive SEMs occur more frequently 

than longer ones, we propose another sleep-dependent Poisson counting 

process, us(t), for the SEMs: 

US(t) is a Poisson process with rate, rs(h(nD)) nD~t<nD+D (8) 

Each count, dus (t)=I, corresponds to a detected SEM and between SEMs 

V.2.4. EMG observations -----------------------
r 

Several methods of measuring the muscle tone from the recorded EMG have 

been reported (e.g. Inoue et al 1982, Othmer and Othmer 1980, Hasan j1983, 

Lacroix and Stanus 1985a ). We have adopted the commonly applied rectification 

and averaging of the submental EMG during segments, d=ls. The resultin9 

discrete-time observations, uM(md) with md=0,d,2d, ... ,ND-d, are assumed to be 
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mutually conditionally (on h(nD» independent because the bandwidth of the 

EMG is much larger than 1Hz. Histograms (fig.3) support our assumption that 

the probability law of uM(md) may be approximated by a linear combination of 

two Gaussian distributions, at least in our (low-tone) region of interest. We 

also know by exper'ience (see also Rechtschaffen and Kales 1968) that musc'le 

tone during REM-sleep is low, except for short (about V. to 3s) twitches that 

seem to occur at random points in time. We therefore assume that the samples, 

uM(md), are selected mutually independently and with sleep-dependent probabi­

lity, qM(h(nD», from the high-tone Gaussian N(M1,a~) distribution. The pro­

bability for the low-tone N(Mo,a~) distribution is, of course, (1-qM(h(nD»). 

For example, during wakefulness, muscle tone is always high, i.e. qM(W)=1. 

300 

200 
HS 

o· 0 

100 

O~~MM~~~~------------~--------------------------~ 0.2 0.3 uV 0.4 

Figure 3: Whole-record (2~h) histogram of the muscle tone uM(md), in the two 
subjects (HS and He) of the learning set (see section V.4). Note that both 
subjects show both peaks, MO and M1, in the low-tone region. 
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Summarizing: 

in which nD'md<nD+D. The parameters, ~O and ~1' must be adapted to the sub­

ject by detecting the two peaks in the histogram of figure 3. In all subjects 

we chose 00~ol~~l-~O' 

V.2.5. Problem formulation --------------------------
The models (5)·-(9) describe the mechanisms by which the observations 

are influenced by the sleep stages. Because the observed signals arise from 

different brain structures, we assume them to be mutually independent except 

for the common modulation of some parameters by hInD). The sleep-dependency 

of these parameters can be summarized in the form of a sleep characteristics 

matrix (table 1). 

observations characteristics 

(]) W .2 .7 .40 1.0 1.2 1 . 
Ol 

ro R .2 .7 .40 1.0 1 .2 .2 
+' 

Ul .2 .7 .40 . 05 6.0 1 . 

0. 2 .5 .5 .60 . 05 1.2 1 . 
(]) 

(]) 
3 .5 .5 .85 . 05 1 .2 1 . 

Ul 4 .5 .5 .98 .05 1.2 1 . 

Table 1 : Typical sleep characteristics matrix, describing the t'e la-
tionship between the sleep stage, i, and the sleep dependent 
sigma-, alpha-, and delta-feedback gains go( i), gal i) and 96~ i) 
in the EEG, the rapid- and slow-eye-movement rates (min-), 
rR (i) and rS(i), in the EOG and the high-muscle-tone probability, 
qM( i) of the EMG. 
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Based on this description (fig.4) of the sleep stage, h(nD)f:S, and its 

relationship to the observations, the problem can be formulated as follows. 

Which monitor provides at any discrete time, nO, during the recording interval, 

* O(t<ND, the optimal decision, h(nD), based on the full observations realiza-

tion, U(O,NO), consisting of the X=5 scalar observations (5)-(9): 

UF(O,ND) duF(t) , O(t<NO 

UB(O,ND) duB(t) , O't<ND 

U(O,NO) UR(O,NO) duR(t) O't<ND (1O) 

US(O,ND) dus(t) , O't<ND 

UM(O,NO) .. l1M(md) , md=O,d,2d, .. ND-d 

Note that a decision at time, nO, is valid during the interval, [nO,nO+O). As an 

optimization rule, we have adopted the maximum a posteriori probability cri-

terion (e.g. Van Trees 1979). 

fronto-central EEG with 0 
dUF(t) 

~ 
EEG 

(Wiener) 
duS(t) occipital EEG with u, 0 

h(nD) 
dUR(t) 

sleep EOG 

rapid-eye-movement bursts 

(Markov) (Poisson) 
duS(t) slow eye movements 

~ EMG uM(md) muscle tone with twitches 
(Gauss) 

Figure 4: Abstract model of sleep and sleep-related observations. 
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y. 3,J).e.r:Jy.a~js>ru)f .. t he C>Pti l11al .l11o.nHor 

* The decision, h(nO)=j, that is most probably correct, is the one that 

maximizes (over ifiS) the conditional a posteriori stage probability: 

Pi (nO) P{h(nO)=i IU(O,NO)} (11 ) 

The probability that this decision is correct equals p .(nO). Because the 
J 

Markov chain is homogeneous (in time and in space) with H states, the a 

priori probabilities are: 

P{h(nO)=il l/H (12 ) 

Throughout this section we will assume ieS. Using (11), (12) and Sayes' 

rule we can write Pi(no) as a function of conditional probability densities, 

f{. I.}, of the observations as follows: 

Pi (nO) = p . (nO) / L p. (nO) = f. (nO) / L f . (nO) 
, jeS J , jeS J 

(13 ) 

f. (nO) = f{U(O,ND) I h(nD)=i} , in which 

which implies that maximizing Pi(nD) is equivalent to maximizing (also 

over ieS) the full observations probability density, or likelihood, fi(nD). 

These H dens i ties can be factor i zed into a 'past', 'present' and 'future' 

observations part, respectively: 

f i (nO) 
- 0 + 

f i (nD)·f i (nD)·f i (nO) in which 

f~(nD) , 
f~(nD) , 
f~(nD) , 

f{U(O,nD) I h(nD)=i} 

f{U(nD,nD+D)IU(O,nD),h(nD)=i} 

f{U(nD+D,ND) I U(O,nD+D), h(nD)=i} 
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The past observations parts, f~(nD), can be computed by a recursive equation 

that is driven by f~(nD) as follows (n=1,2, ... ,N-1): , 

f~(nD) = f{U(O,nD) Ih(nD)=i} = , 

= L [p{h(nD-D)=jlh(nD)=i} .f{U(O,nD) Ih(nD)=i,h(nD-D)=j}) 
jf:S 

= L [p{h(nD-D)=jlh(nD)=i}.f{U(O,nD) Ih(nD-D)=j}) 
jeS 

= L [p{h(nD-D)~jlh(nD)=i}.f~(nD-D).f~(nD-D)J = 
je5 J J 

= A'{ L [f~(nD-D)'f~(nD-D)J} + (1-(H-1)'A}'f~(nD-D)'f~(nD-D) 
j~i J J " 

= A'{ L [f~(nD-D)'f~(nD-D)J} + (l-HA}.f~(nD-D)'f~(nD-D) (15) 
jeS J J " 

with inital values f~(O)=l. A similar recursive equation for the 'future' ob­, 
servations parts, f~(nD), runs in the backward time direction as follows , 
(n=O,1,2, ... ,N-2): 

f~(nD) = f{U(nD+D,ND)IU(o,nD+D),h(nD)=i} = , 

= L [p{h(nD+D)=jIU(O,nD+D),h(nD)=i}' 
jeS 

'f{U(nD+D,ND)lu(o,nD+D),h(nD)=i,h(nD+D)=j}) 

= L [p{h(nD+D)=jlh(nD)=i}.f{U(nD+D,ND)lu(o,nD+D),h(nD+D)=j}) 
je5 

= L [p{h(nD+D)=jlh(nD)=i}.f~(nD+D).f~(nD+D)J = 
, jeS J J 

= A'{ L [f~(nD+D)'f~(nD+D)J} + (1-(H-1)A}.f~(nD+D).f~(nD+D) 
j~i J J " 

= A'{ L [f~(nD+D)'f~(nD+D)J} + (1-HA}'f~(nD+D)'f~(nD+D) (16) 
jeS J J " 

with initial values f~(ND-D)=1. , 
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Apparently, the full observations probability density fi(nO) can be 

computed using (14), (15) and (16) from the sequence of present observations 

probability densities, f~(nO). The latter are functions, (14b), of the obser­, 
vat ions vector, U (nO, nD+D), that cons i sts of the five sca 1 ar observat ions, 

U (nD,nD+D) with xex={F,B,R,S,M), as described in (10). Because these are 
x 

mutually conditionally (on h(nD) and the 'past' observations) independent, 

each vector observations probability density, f~(nD), can be factorized into , 
X=5 scalar observations probability densities as follows: 

f~(nO) = IT f~ (nO) 
, xex "X 

, in which (17 ) 

The probability densities, f~ (nO), equal likelihoods that have been derived , ,x 

in the literature mentioned below, except for a proportionality factor that 

does not depend on i. Because this factor is the same in both numerator and 

denominator of (13), it may, and will, be neglected. 

o According to the EEG observations models (5) and (6), f. F(no) and , , 
f~ B(nD) then are likelihoods for random signals in white Gaussian noise. , , 
They read (e.g. Larson and Shubert 1979:ex.4.5.1, Kailath 1969): 

o f. F(no) , , 
o 

f. B(nD) , , 

eXP{!zi,F(t).dUF(t) - ~!z~,F(t).dt) 

eXP{!zi,B(t).duB(t) - ~!z~,B(t).dt) 

in which the random signals are: 

Z. F (t) , , ga(i)'sa(t) 

Z. B(t) , , ga(i),sa(t) + g6(i),s6(t) 
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The feedback signals, s (t), can be reconstructed by causal filtering 

(section 2.2) of the observations, du (t). Thus, although the feedback 

signals are not known a priori, they eventually appear as a priori conditions 

(see also eq. (17 a )) in the sufficient EEG-statistics, i.e. in the sequence 

of 'present' EEG likelihoods. Apparently, they can be assumed to be a priori 

known signals in the formulation of the problem as we did in our earlier 

article (Kemp et al 1985), based on intuitive reasoning. 

All integrals in (18)-(21) are over the the interval [no,no+o). 

According to the EOG observations models (6) o and (7), f. R(no) and 
1 , 

f~,s(nD) are likelihoods for the rates, rR(i) and rs(i), of the Poisson coun­

ting processes, uR(t) and us(t), respectively. They read (e.g. Snyder 

1975:ex.2.5.2, Davis and Andreadakis 1977): 

o 
f. R(nD) 

1 , 

o 
f. sInD) 

1, 

exp{ln[rR(i)) '/dUR(t) - rR(i)./dt) 

exp{ln[rs(i))'/dUs(t) - rs(i)./dt) 

(20) 

(21 ) 

in which /duR(t) and /dus(t) are, according to (7) and (8), the number of 

observed REM-bursts and SEMs in the interval [nD,nD+D), respectively. Of 

course, /dt=D. 

o The likelihood, f. M(nD), follows directly from the conditional 
1, 

Gaussian distributions of the EMG observations, uM(md). It reads: 

o nD+D-d 2 2 
f. M(nD) = IT {[l-qM(i)].exp{-[uM(md)-Mo] /2ao)/ao + 

1, md=nD 

(22) 

All likelihoods, f~ (nO), that are required in (17) can be computed directly 
1,X 

from the observations using (18)-(22). 
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observations observations 
models 

f (nO) 
1 

}--___ ~ compa * 

+ 
f (nO) 

1 

Markov sleep model, 
'white' observations 

rator h(nO) 

max. 1 ikel ihood 
selection 

Figure 5: Block diagram of sleep stage monitor. 
From 1 eft to ri ght: vector of 'present' observat ions; computat i on 
of 'present' scalar observations likelihoods of sleep stage 1; 
multiplication of these yields the 'present' observations likeli­
hood for sleep stage 1; smoothing with feedback of all (i.e. for 
a 11 stages) thus computed 'present' 1 ike 1 i hoods yi e lds all' past' 
and 'future' likelihoods; multiplication of these with the 'pre­
sent' likelihoods provides all full observations likelihoods (shown 
for stage 1 only); the optimal stage decision is the one that 
corresponds to the largest likelihood, fi(nO). 
The lower part of the figure shows the main propositions underlying 
each step. 

The algorithm behaves as follows (see also figure 5). During a par-

ticular sleep stage, h(nO)=j, the observations models, (5)-(9), tend to 

generate observations, Ux(no,no+o), that fit the corresponding scalar obser­

vations probability densities, f~ (nO). For such observations, f~ (nO) is 
J,x "x 

maximal for i=j (i,j€S). According to (17) and (14), the same holds for the 

'present' likelihood, f~(nO), and the 'full' likelihood, f.(nO).However, (14) 
J J 

shows that this tendency may be overruled if 'past' or 'future' likelihoods, 
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f~(nD) or f~(nD), clearly indicate another sleep stage, i¢j. According to 
1 1 

(15) and (16) this can only be the case for small transition probabilities, 

A, and 'past' or 'future' observations that strongly favour stage i. The 

recursive equations (15) and (16) also show that observations further away 

from the decision time, nO, are less powerful 1 in maximizing any particular 

'past' or 'future' likelihood, f~(nO) or «no), at time, nO. 

The algorithms (14)-(22) that compute the likelihoods fi(nD), 

from the observations, U(O,ND), have been implemented on a minicom-

puter. The continuous time integrals 'in (18) and (19) were approximated in 

discrete time with an interval, 6=0.01s, as follows: 

nD+D nO+D-A k6+A 
f z. (t)'du (t) '" L {z. (k6)' f du (t)) 

t=nD 1,. . k6=nD' , . t=k6' 

nD+D-A 
= L {z. (k6)'[U (kM6)-u (k6)]l 

k6=nD ',. . . 

nD+D-6 
= L {z. (k6)'6u (k6)) 

k6=nD ',. . 
(23) 

nD+D-6 2 
'" L z. (k6)·6 

k6=nD 1,. 

nD+D 
f 

t=nD 

2 z. (t)·dt 
" . (24) 

The forward increments, 6u (k6), can be reconstructed (based on the model of 

fig.2) from the EEG, eft), either by an analogue circuit, or (as we did) by 

digital approximation as follows: 

6u (k6) '" e(k6)·6 + {e(k6+6)-e(k6))/2rrfc 
(25) 
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The sampling interval, A, should not be much larger than O.Ols, because the 

frequency band of s (t), in particular sa(t), may extend to about 20Hz. Nor 

should it be much smaller, because of the increasing risk of violating the 

white noise assumption in the model, which will affect the independence bet-

ween s (kA) and the increments, AW(kA)=Au.(kA)-zh,.(kA)'A, of the Wiener pro­

cesses, and thus cause bias (Kemp 1983b ). For the same reason, no ant i-

aliasing filters should be applied. 

For the final tuning of the monitor, we obtained sleep recordings (EEG, 

EOG and EMG) of one healthy female and one male patient, suffering from Hun-

tington's Chorea, both aged 45. Using standard techniques, the recordings 

were made in the morning, following a night of sleep deprivation, and lasted 

2~h. No prior knowledge of the subjects' sleep or sleep-related signals was 

available. No prior epoch selection or artifact rejection was applied. Sleep 

stage classification was performed (fig.6) with a time resolution, D=30s, 

both by 6 human specialists according to standard classification rules 

(Rechtschaffen and Kales 1968) and by the monitor. 

W 

R 
1 

C1> 2 
OJ 

'" 
3 

..... 4 
1/1 

o 2 hours o 2 

Figure 6: Sleep stage classifications of the learning set. Left: healthy 
female. Right: male patient. Upper: six human classifications 
superimposed. Lower: automatic classification. 
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The epochs of 30s in which all specialists disagreed with the monitor 

were considered to be misclassifications by the monitor. Many of these were 

caused by var i ous EEG artifacts (i. e. di fferences between the rea 1 EEGs and 

the corresponding models). A nice way to cope with this would be to extend 

the models in such a way that they take artifacts into account. However, the 

resulting complexity would considerably reduce the interpretability of the 

models and the classification algorithms. We, therefore, adopted a simpler, 

more pragmatic approach. Because many artifacts do not last much longer than 

1s, we first factorized the 'present' EEG likelihoods (18) and (19) into 15 

segments as follows: 

nO+D-d 
o 

f. F (nO) 
1, 

IT f~ (md) 
md=nD 1,a 

,in which: (26) 

f~ (md) 
1 ,0' 

md+d md+d 2 2 
exp( J g (i)·s (t).duF(t)-~ J g (i)·s (t).dtj 

t=md 0' a t=md a a 

and: 

nO+O-d o 
f. B(nO) 

1 , 
[ 

0 0 0 ] IT f. (md)·f. o(md).f. o(md) 
md=nO l,a 1, l,a 

,in which: (27 ) 

f~ (md) l,a 

md+d md+d 2 2 
exp( J ga(i).sa(t).duB(t)-~ J ga(i)'sa(t)'dtj 

t=md t=md 

o 
f. ,,(md) 

1, v 

md+d md+d 2 2 
exp( J go(i)'50(t).duB(t)-~ J g (i)'so(t)'dtj 

t=md t=md 0 

md+d 
f~ ,,(md)= exp( J -g (i)·g,,(i)·s (t)'s,,(t)'dtj 
l,av t=md a v a v 

Although clear and moderate alpha rhythms are typical for stage Wand 

for stages Rand 1, respectively, they are sometimes completely inhibited by 

altertness during stage W. Also many subjects show no alpha rhythm at all in 

stage W, but do occasionally in stages 1 and R. Alpha-like activity may even 

be present in stages 3 and 4 (Hauri and Hawkins 1973, Scheuler et al 1983). 
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Delta waves show similar inconsistencies. Although they are typical for stage 

2, delta waves are generally not present during the early parts of stage 2. 

Because of these i ncons i stenc i es, alpha and de lta waves caused cons i derab 1 e 

misclassifications via their contributions to (19), i.e. (27). The misclassi-

fications caused by alpha-like activity combined with delta waves in stages 3 

and 4 could be avoided by setting f~ ~(md)=l. The misclassifications (into , ,av 

stage 2) caused by occasionally low alpha powers during stages W, Rand/or 1, 

were avoided by setting a lower limit to the corresponding alpha contribution 

as follows: 

f~ (md) 
J ,a max[f~ (md),f0

2 
(md)] 

J,a ,a 
j€/W,R,l ) (28) 

The mi sc 1 ass i f i cat ions (i nto stage W) caused by occas iona 1 absence of low-

frequency activity in stage 2 were avoided by a similar low limit for the 

corresponding delta contribution: 

(29) 

The contributions of the sigma rhythm to the exponents of (18) and (26) 

can be driven to excessively large negative values due to high-frequency 

muscle activity in the vicinity of the frontal EEG electrode. The resulting 

misclassifications can be avoided by setting a low limit for the sigma 

contribution as follows: 

f~ (md) 
J,a max [ f~ (md ) , C -3SD' fw

o 
(md ) ] J,a ,a 

j€/2,3,4 (30) 

in which C- 3SD = exp{-2rrB.d/4-3Y2rrB.d/2) 
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These artifacts are often accompanied by body movements that cause low fre-

quency electrode artifacts and thus large positive delta contributions, 

f~ ~(md). Therefore, during such intervals, i.e. when the low limit (30) was 
, ,v 

reached, we set the following upper limit for the delta contributions: 

o 
f. ~(md) J,v 

c 
ro 
E 

::l 

.c 

W 

R 

2 

3 

4 

je!2,3,4} (31 ) 

hum a n aut 0 mat i c 

_W __ .Jl ____ 1 ____ ~ ___ 3 __ 4_ 

13.8 0.0 1.9 0.7 0.0 0.0 15.5 0.0 0.4 0.4 0.0 0.0 

0.0 2.7 0.5 0.8 0.0 0.0 0.1 3.3 0.0 0.5 0.1 0.0 

1.9 0.5 7.1 3.3 0.0 0.0 6.6 0.6 2.9 2.6 0.1 0.0 

0.7 0.8 3.3 48.7 2.1 0.0 3.4 0.9 0.5 48.5 2.2 0.0 

0.0 0.0 0.0 2.1 8.4 0.4 0.0 0.0 0.0 1.0 9.6 0.3 

0.0 0.0 0.0 0.0 0.4 0.1 0.0 0.0 0.0 0.0 0.4 0.1 

Figure 7: Comparability matrices of the learning set. An element in row i and 
column j denotes the percentage of 30s epochs classified as stage i 
by a human and as stage j by another human (left matrix) or by the 
automatic (right matrix) classifier. The human vs human com­
parabilities (left matrix) are estimated by averaging the percen­
tages over all (30) possible pairs of human classifiers. The human 
vs automatic comparabilities (right matrix) are estimated by 
averaging over the (6) possible pairs of a human with the automatic 
classifier. Note the overclassification into Wakefulness by the 
automatic classifier. 

The transition rate, a=1/30s- 1, and the parameters in the sleep charac-

teristics matrix of table 1 have been found by trial and error. The goal was 

to maximize the average agreement, which is the average (over the six human 

classifiers) percentage of time (i.e. of the 2~ hours) during which the moni-

tor and the classifier agree in their classification. The final average 

agreements were 84.0% and 75.7% for the healthy subject and the patient, 
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Figure 8: Human (upper traces within each box, superimposed) and automatic 
(lower traces) classifications of the 3 healthy volunteers (left) 
and 3 patients (right) in the test set. M: movement time. 
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respectively. The corresponding average (over the 30=5x6 possible pairs out 

of the 6 human classifiers) agreements between human classifiers were 82.8% 

and 78.8%, respectively. When averaged over the two subjects, the human-human 

and human-automatic agreement percentages were 80.8 and 79.9, respectively. 

These percentages are the sums of the diagonal elements of the comparability 

matrices of figure 7. 

Sleep recordings, classifications (fig.8), and comparabilities (fig.9) 

were obtained from a test set by the same methods as applied to the learning 

set. The test set cons i sted of three hea lthy ma 1 es (aged 32, 34 and 47) and 

two male and one female patient suffering from Huntington's Chorea (aged 28, 

47 and 48). The average human-automatic agreements were 75.4% for the healthy 

subjects and 65.9% for the pat; ents group. The correspond; ng human-human 

agreements were 77.3% and 72.9%, respectively. When averaged over the full 

test set, the human-automatic and human-human agreements were 70.6% and 

75.1%, respectively. 

hum a n a u t o m a t i c 

W __ -.B. __ -1 __ 2 ___ ~ ___ 4 W R 2 3 4 

W 34.7 0.1 3.1 1.7 0.0 0.0 37.9 0.0 1.3 0.5 0.0 0.0 

R 0.1 1.8 0.4 0.6 0.0 0.0 0.2 1.6 0.2 0.9 0.0 0.0 
c 

co 3.1 0.4 7.1 3.4 0.0 0.0 10.0 0.3 1.3 2.5 0.0 0.0 
E 

:J 2 1.7 0.6 3.4 27.6 2.9 0.0 6.8 0.8 0.2 27.1 1.4 0.1 
..c 

3 0.0 0.0 0.0 2.9 3.8 0.2 0.0 0.0 0.0 4.1 2.8 0.0 

4 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.0 

Figure 9: Average (over the test set and the 30 possible pairs of human 
classifiers) human-human, and average (over the test set and all 
(6) possible pairs of humans vs the automatic classifier) human-
automatic comparability matrices. 
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We also computed comparability matrices individually for each subject. 

The individual average agreement percentages, i.e. the sum of the diagonal 

elements of these individual comparability matrices, are depicted in table 2. 

Rather consistent (over the learning and test set) automatic misclassifica­

tions into stage Wakefulness originated from not using the information from 

theta activity (during stage 1) and the "alpha-drop" that sometimes accom­

panies the transition from wakefulness to stage 1. Because the difference 

between Wand 1 is not too important from a diagnostic point of view, we also 

computed the agreement percentages when thi s difference was ignored (tab le 

2). In this way, the average (over the full test set) human-automatic and 

human-human agreements reached 81.8% and 81.3%, respectively. 

Although this comparability analysis shows how close the automatic and 

human classifications of the test set are, it does not show how close either 

of them is to real sleep. An indication of the performance that can be 

achieved if the sleep-related observations really behave like our models, is 

obtained as follows. We simulated the continuous-time Markov sleep process, 

h(t), with individual time-varying rates (Kemp and Kamphuisen 1986: fig.5c, 

stage M neglected). The resulting 'hypnograms' closely resemble real ones of 

a healthy young subject. We also simulated the observations models (5-9), and 

modulated them every second by h(t). The simulated observations were fed into 

the monitor and the resu"lting automatic sleep classification (resolution 30s) 

was compared, with a time resolution of ls, to the simulated hypnogram. From 

ten 'nights' of 8 hours this resulted in the average comparability matrix of 

figure 10. 
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____________ \i_-= ___ 1 _ __________ 

human aut-hum automatic human aut-hum automatic 

--------------- --------------
OJ 
c+' HS 82.8 1.2 84.0 84.2 2.0 86.2 QJ 
c Ul 
L-
eu He 78.8 -3.1 75.7 84.8 2.1 86.9 QJ 

---~-.-.- -.---------------------

HS 74.9 -5.2 69.7 78.9 -4.7 74.2 

HS 78.6 -3.7 74.9 82.0 1.9 83.9 
+' 

QJ HS 78.4 3.1 81. 5 81.2 4.6 85.8 
Ul 

He 95.7 -7.5 88.2 97.5 -3.1 94.4 
+' 

Ul He 52.6 9.3 61. 9 72 .0 10.9 82.9 
QJ 

+' He 70.3 -22.8 47.5 76.1 -6.3 69.8 

-----

AV 75.1 -4.5 70.6 81.3 0.5 81.8 

-------------

Table 2: Average agreement (%) between humans (first column) and between 
human and automatic (third column) sleep classification for each 
subject of the learning set and test set. The fourth and sixth 
columns show the agreements if Wakefulness and stage 1 are taken to 
be the same stage. The second and fifth column show the differences 
between automatic vs human and human vs human agreements. He: 
patient, HS: healthy subject, AV: average over the test set. 

c 1 ass i f c a t i o n 

W R ? ___ 3 ___ 4 __ 

c W 3.7 0.0 0.3 0.0 0.0 0.0 

0 
R 0.4 21. 2 0.2 0.0 0.0 0.0 

+' 

eu 3.1 0.1 5.1 0.2 0.0 0.0 

::J 
2 1.3 0.1 0.5 48.2 0.1 0.0 

E 
3 0.0 0.0 0.0 4.6 4.3 0.2 

Ul 
4 0.0 0.0 0.0 1.8 2.4 2.1 

Figure 10 : Average (over ten simulated 'nights') comparability matrix of simu-
lated-versus automatically classified sleep stages. Agreement 84.6% 
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V. 6 .~i~c;lL!!~iQ!l 

The opt i ma 1 moni tor consi sts of preprocessors for each s 1 eep-re 1 ated 

signa 1 component (e. g. sigma-rhythm, REMs etc.). These preprocessors each 

compute a sequence of corresponding probability densities. They are followed 

by smoothing operations with feedback, (14)-(17), that combine these den­

sities in such a way that the clearest information is weighed heaviest. For 

instance large, clear sigma spindles dominate an accidentally occurring rapid 

eye movement, resulting in a stage 2, 3 or 4 decision. Also clear information 

from 'past' or 'future' dominates doubtful 'present' information. This proce­

dure mimics the human procedure and strongly contrasts with the commonly 

applied technique of taking intermediate decisions on sigma-presence etc. The 

latter does not account for the reliability of the various subdecisions. The 

smoother operates similarly to the 'BAMPS-algorithm' (Haralick 1983), which 

however does not account for the causal feedback in the EEG model. A slightly 

different algorithm, simi lar to the Viterbi-algorithm (Haral ick 1983), has 

been applied recently to EEG only (Lacroix and Stanus 1985a ,b, Lacroix 1985), 

but it does not properly account for 'future'observations. 

Only a few automatic methods have been compared to the standardized 

(Rechtschaffen and Kales 1968) human classification (Martin et al 1972, 

Lacroix and Stanlls 1985a ,b, Hasan 1983, Hasan 1985 (review), Johnson 1977), 

resu lt i ng inhuman-automat i c agreements rangi ng from 65% to 86% for norma 1 

and from 63% to 75% for disturbed sleep. The average agreements for our 

healthy subjects and patients (as derived from the test set in table 2), i.e. 

75.4% and 65.9%, are within these ranges. However, sleep disturbances, arti­

facts and 'difficult' or 'easy' sleep-related signals (e.g. with unclear or 

clear sigma rhythm) will considerably influence both the human-automatic and 

the human-human agreement. In order to decide whether the automatic method is 

a feasible alternative to the human procedure, it is therefore more 
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appropr i ate to compare these two agreemen ts to each other. So far, th i s has 

only been 

1985a ,b) , 

done in two studies (Martin et al 

resu It i ng inhuman-human agl'eements 

1972, Lacroix and Stanus 

that were in both cases 8% 

bet ter than the correspond i ng human-automat i c agreements of 81 % and 86%, 

respectively. In our group, this difference is only 4.5%. 

The monitor performs better on simulated than on real stage 1. The dif­

ficulty in separating stages Wand 1 is probably due to poor modell ing and 

may be partly caused by unrealistic assumptions (e.g. about the difference in 

alpha activity and slow eye movements between these two stages, or about the 

duration of sleep stages being a multiple of 30s) already underlying the 

standard classification rules (Herrmann and Kubicki 1984, Hasan 1983, Moli­

nari et al 1984). This difficulty is shared with many other systems (Johnson 

1977, Herrmann and Kubicki 1984 (overviews)). If we ignore the difference 

between stages Wand 1, which for diagnostic purposes, is fairly unimportant, 

our human-automatic agreement rises to 81.8% (table 2), which is slightly 

(0.5%) better than the corresponding human-human agreement. 

Figure 9 shows that the most prominent difference between human classi­

fication and the monitor is due to automatic classification into Wakefulness 

of epochs that are considered as stage 1 or 2 by specialists. Inspection of 

these epochs showed, that these are part 1 y character i zed by theta act i vity 

and K-complexes, features that were not yet included in the model. Therefore, 

it may be usefu 1 to extend the mon i tor wi th 1 ike 1 i hoods that ar'e based on 

models of these features. 

The basic advantages of the weighing algorithm, the fact that the 

first pract i ca 1 resu lts a 1 ready seem better than those descr i bed for other 

methods, and the possibility of further improvements suggest that the 

model-based approach of developing a sleep stage monitor is sound. 

However, eva 1 uat i on on a 1 arger test set, who 1 e-n i ght recordi ngs and dif-
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ferent age- and patient-groups must be performed before we can rely on the 

method in clinical studies. 

Disagr'eement between computer and special ist does not imply that the 

automatic procedure is wrong; in particular the human capability of 

recognizing sigma rhythm seems worse than that of some automatic methods 

(Gai llard and Blois 1981, Dumermuth et al 1972). A closer relationship to 

'real', physiological sleep may be obtained via more physiological models 

or better time resolution D. The theoretical framework in this paper allows 

any time resolution and is of sufficient generality to include more or dif­

ferent observations models. However, a strong limitation remains the doubt­

ful, although generally applied, assumption of synchronous discontinuous 

transitions of all sleep characteristics (Rechtschaffen and Kales 1968, Moli­

nari et al 1984, Parmeggiani et al 1985, Gath and Bar-On 1983). 
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This chapter briefly describes some parallel results that may find 

application in related fields. It should be read in connection with the pre-

ceding chapters. The references are not the result of a thorough literature 

search. 

Based on the mode 1 of figure 1 in chapter II I, we have a di scret i zed 

observations equation (6=0.01s): 

6u(t) p(t)'s(t)'6 + 6w(t) ( 1 ) 

where the 'forward' Wiener process increments, 6w(t)=w(t+6)-w(t) are indepen-

dent of the feedback signal, s(t). We assume that the time-dependent feedback 

gain, p(t), shows the same time course in a number, n, of mutually indepen-

dent experiments, indexed i. 

Then the maximum likelihood estimator of the feedback gain reads: 

n n 
P(t) = L {s.(t).Au.(t)}1 L {S~(t)'6} 

i=1 1 1 i=1 1 
(2) 

This method has been appl ied to estimate, from n experiments, the flash-

evoked attenuation of the feedback gain of the alpha rhythm generator in 

healthy volunteers (Kemp 1983b). In this way, the latency from the flash to 

the first sign of attenuation could be computed with a time resolution of 

5ms. All other methods reported in the literature had resolutions >50ms. At 

that time, we applied 'backward' increments, AW(t)=W(t)-w(t-6), that were 

dependent on s(t). This results in considerable bias in equation (2). For 

instance, simulations with a gain, p(t)=O, resulted in an estimate, P(t)=1. 

-88-



(The bias correction heavily relied on the correctness of model assumptions.) 

New simulations (fig.1) and also practical applications, now using forward 

increments, au(t), show a considerably reduced bias. Anti-aliasing filters 

must not be applied since these cause bias (fig.1) for the same reason. 

1b::: .. " -." o 
'T Me .. 

O~ 
o min 5 

Figure 1: Estimate (vertical axis), P(t), of a­
feedback gain from simulated EEG observations. The 
simulations are made using the model of figure 1 in 
chapter II I, with a feedback ga in, p (t) , that 
switches after 2.5 minutes from 0.00 to 0.85. Upper 
and lower trace are with and without ant i -a 1 i as i ng 
filtering (50Hz, 24dB/oct), respectively. 

VI.2. Dissociation and continuous variation of sleep characteristics 

Based on the likelihoods, f~ (md) with p€!a,a,o,M} and i€S, as defined 
1, P 

in chapter V (formulas 26a , 27 a ,b and 22), we define sigma-, alpha-, delta-, 

and EMG-indicators by their log-likelihood ratios, In!fk
O (md)/fo

l (md)), 
,p ,p 

with time resolution, D=d=1s. The feedback gains, g (k) and g (1), and the 

muscle twitch probabilities, qM(k) and qM(l), are the highest and the lowest 

values from table 1 of chapter V, respectively. Each rapid and slow eye move-

ment (REM and SEM) detected is indicated by a vertical bar. 

Figure 2 shows that low muscle tone is reached (i.e. the EMG-indicator 

drops to its lowest level) a few minutes before stage REM is entered. The 0-

indicator reflects the well-known gradual increase in o-power which was seen 

in all subjects who reached stage 3. These two examples illustrate the 

desynchronization and non-jumping behaviour of some sleep-related variables 

as was already discussed in chapters I and V. The log-likelihood ratios offer 

a tool to study these in conjunction with automatic sleep classification. 
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Figure 2: From upper to lower trace: sigma-, alpha-, delta-, REM-, SEM- and 
EMG-indicator and human consensus sleep classification for a sub­
ject of the learning set. 

VI.3. Alpha-delta sleep 

Power spectral analyses (fig.3) of two EEG signals demonstrated the 

presence of an alpha-like component (frequency about 10Hz), mainly at fron-

to-central, but also spreading to occipital regions of the head, during sleep 

stages 3 and 4 in some sUbjects. This confirms the results of Hauri and 

Hawkins (1973) and of Scheuler et al (1983). Apparently, we can only be sure 

of the absence of alpha-like activity during sleep stage 2. 
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Figure 3: Sequential (one per minute) power spectral analyses of parieto­
occipital (Pz-Oz, left column) and fronto-central (Fpz-Cz, middle 
column) regions of the scalp of the same subject as in figure 2. 
Frequency(f)-dependent tpower calibration: 2o/f{f'(f+10))~V/VHz per 
vertical division. Right column: human consensus sleep classifica­
tion. Note the parieto-occipital 10Hz alpha rhythm during Wake­
fulness and the fronto-central 14Hz sigma rhythm during stages 2, 3 
and 4. Note also the fronto-central 10Hz rhythm during stages 3 and 
4. 
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As was already put forward in chapter I, major costs in sleep research 

are due to the hospital ization for the purpose of recording the EEG etc. 

during the night. In addition to obvious general problems, such hospitaliza­

tion also influences the sleeping system, the sleep disorder and hence the 

diagnosis. 

It has recently become possible to acquire the required signals at the 

patients home, unsupervised, and transmit them by radio telemetry (1 icense 

required) and/or telephone line (expensive) to the laboratory. Another possi­

bility is by direct recording on a 'Walkman-like' cassette recorder which the 

patient carries on a belt (Stefan and Burr 1982, Campbell and Wilkinson 1981, 

Ri ley and Peterson 1983, Sewitch and Kupfer 1985, De Groen et al 1985, 

Koffler and Gotman 1985, Jayakar et al 1985). For reasons of time and costs 

we chose the latter approach, based upon a commercially available system that 

was already present in our laboratory. It can record 25 hours of 4 analogue 

signals, each with a bandwidth that we extended to O.5-100Hz and a signal-to­

noise ratio of 35dB on a standard audio cassette. 

The two EEG signals and one horizontal EOG signal that are required for 

sleep stage monitoring are recorded directly. We built in a multiplexer with 

4 input channels that drives the remaining recorder channel (fig.4). The 

input channels are each sampled with 1Hz and are used for event marker, body 

temperature (accuracy O.l°C), respiration (air flow), and muscle tone. The 

latter is obtained by smoothing the rectified high-frequency component of the 

EMG. In this way the 1 imited bandwidth of the cassette recorder (which is 

even more limited in the commercially available 8-channel recorder) poses no 

problem. The multiplexer is crystal-controlled; therefore, triggering the AD­

converter by the demultiplexer results in accurate (! 15s per 24h) real-time 

analysis, independent of tape speed. 
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Figure 4: Ambulatory cassette recorder with bui It-in multiplexer and event 
marker. Connected are ground wire and head-on preamplifiers (lower 
left) for EEG (2x) and EOG, rectal body temperature probe (upper 
right), thermistorcombination for oral-nasal respiration air flow 
(right) and head-on amplifier with electrodes for the submental EMG 
( lower right). Not shown are the 1 ground- , 6 EEG- and 2 EOG­
electrodes and also the belt by which the recorder can be carried. 

Five recorders are now available in our department and in the Depart-

ment of Physiology. Since 1985, about 100 nights (e.g. fig.5) have been 

recorded at the patients homes. Because the recordings take place in ones 

own, familiar environment, the recorded sleep is more natural. A first 

(extra) adaptation night, which is generally required if the registrations 

are obtained in the hospital, is therefore not necessary. In some cases, the 

appl ication of electrodes and other transducers is also performed at the 

patients home. This gives us the opportunity to observe some sleep-related 

environmental factors. The recordings do not suffer from more artifacts than 

clinical recordings do. They are of sufficient quality to allow visual sleep 

stage classification. 
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Figure 5: Cassette recordings during wakefulness (upper half; note the high 
muscle tone and the rapid eye movements) and during sleep stage 4 
(lower half; note the smaller muscle tone and the lowfrequency 
activity in the EEG). 

-94-



Replaying the cassettes into a computer and visual classification on a 

high-resolution display, enables one to subject the hypnograms directly to 

statistical analysis. Using this approach, a consider'able amount of working 

hours, both for supervision and for data handling, can be saved. 

Although there is no theoretical limit to the time resolution, D, of 

the discrete time monitor of chapter V, it will be practically limited by the 

maximum achievable computation speed. In very fast environments one might 

therefore be interested in the structure of the continuous-time monitor. We 

will restrict this section to the causal part of the monitor that takes deci-

sions, based on past observations only. Although there is no theoretical 

necessity for this restriction, it serves the simpl icity of reasoning and 

allows implementation by analogue circuits. 

In chapters III and IV we derived a differential equation that yields 

the log-likelihood ratio for the optimal detection of the state of a binary 

Markov chain, p(t)e{O,l). Because the a posteriori probabilities: 

P~(t) 
1 

p{p(t)=ilobservations up to time t) (3 ) 

were functions of the 'past-observations' likelihoods: 

f~(t) 
1 

f{observations up to time tlp(t)=i) (4) 

this differential equation can simply be transformed into one that yields the 

test statistic: 

In{p~(t)IP~(t)) (5) 
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R10 (t) directly indicates which one of the two a posteriori probabilities is 

the larger. The differential equation for R10(t) describes an integrator with 

exponential feedback and is driven by a function, dc 10 (t), of the 'present 

observations' only. It reads: 

(6) 

where ajl i are the transition rates of the Markov chain. 

In another paper (Kemp and Jaspers 1984) we derived the set of diffe­

rential equations that yield the test statistics, R,.(t)=ln{P~(t)/P~(t)}, for 
Jl J 1 

the optimal detection of the state of an M-ary Markov chain, p(t)€S. These 

differential equations are also integrators with exponential feedback, driven 

by direct memoryless functions, dcji(t), of the observations. They read: 

dRji(t) 
-R'k(t) Rk,(t) 

[L {a'lk'e J -ak /,} - L (a'lk'e 1 -akl,}]'dt + dC
J
'1,(t) 

k¢j J J k¢i 1 1 

i,j,k€S (7) 

The drivers, dc,,(t), are the log-likelihood ratios: 
Jl 

In{f~(t)/f~(t)} 
J 1 

(8) 

with 'present-observation' likelihoods: 

f~(t) 
1 

f{observation at time tlp(t)=i} i€S (9) 

in which the observation may be a vector observation. The simultaneous com-

putation of M-1 ratios, e.g. all Rjl(t) for one fixed l€S, is sufficient to 
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decide which a posteriori probability, Pitt), is largest, i.e. in which state 

,ieS, the Markov chain most probably resides at time t. The other R .. (t) for 
Jl 

i;o! 1, that are requi red for the feedback, can be computed from the R j 1 (t) as 

follows (from the definition of Rji(t)): 

R .. (t) 
J 1 

R j 1 ( t ) +R 1 i (t ) Rjl(t)-Ril(t) i,jeS (10) 

Although this M-ary detector has been derived for white noise corrupted 

observations of a priori known signals only, chapter V shows that the 

discrete-time (time interval D) smoother (i.e. the integrator with feedback) 

is not influenced if Poisson point processes and causal feedback of the 

observations enter the models. The M-ary detector can probably also be 

derived by taking the limit (D4 0) of the discrete time monitor, as was done 

earlier for the binary case (Kemp and Blom 1981). 

VI.6. Calibration of standard white noise 

Because the monitor is non 1 i near, the power of the drivers is impor-

tanto The 'cortical EEG' signals, du(t), or AU(t) in discrete time, should be 

the increments of a standard Wiener process when EEG rhythms are absent, as 

was assumed in the derivation of the algorithms. 

Analogue, electric, standard white noise, i.e. the derivative of the 

standard Wiener process, should have a flat two-sided power spectral density, 

PSD=1V2/HZ (if we take volts and seconds as standard dimensions). Driving the 

circuit of figure 6 by non-standard white noise, du(t)/dt, yields a signal: 
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Figure 6: Measurement of white noise power spectral density. Both causal 
lowpass filters are first order. The first one has a cut-off fre­
quency, fk' and impulse response function, Y(T)=27Tfk·exp(-27Tfk·T). 
The noise is white up to a much higher frequency than fk' 

In practice the dynamic range of electronic circuits forces us to calibrate 

the PSD to va 1 ues much sma 11 er than 1 v2 1Hz. The requ ired resca 1 i ng to 

correct this is partly performed by the AD-converter where we also get rid of 

the volt as arbitrarily chosen reference dimension. We applied this method to 

calibrate the EEG signals, to stabilize (by feedback) the analogue white 

noise generator that was applied in the simulations of chapter V, and to 

calibrate our power spectral analysis system. 

Digital, discrete time with interval 6, increments of the non-standard 

Wiener process, u(t), should obey: 

n6 
1. L /6U(t)j2 '" E/6U(t)j2 6'PSD 
n t=6 
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This equation was applied to check the above mentioned calibrations. 

N.B. Equation (12) no longer holds if presampling anti-aliasing filtering is 

applied. 

Several results in stochastic fi ltering theory are in the form of a 

differential equation like: 

dp(t) a{p(t)}.dt + b{p(t)}.dw(t) 

where 

dp(t) ~~~{p(t+o)-P(t)} 

dw(t) ~~~{W(t+O)-W(t)} 

wit) is a standard Wiener process 

a{.} and b{.} are 'nice' functions 

(13 ) 

(13
a ) 

( 13
b

) 

(13
c ) 

(13
d

) 

According to Larson and Shubert (1979:th.4.5.1), equation (11) in chapter III 

(with du(v)-p (v)s(v)dv=dw(t)) is such a differential equation. The forward 

(with respect to p(t)) differentials, dw(t), are often difficult to real ize 

(as in chapter III) by analogue (causal) systems. They are essential because 

only forward differentials are independent of p(t), implying that 

E[b{p(t)}·dw(t)]=O. 

However, according to Ito's differentiation rule (Larson and Shubert 1979: 

ch.6.5), a function, y{p(t)} of pit), having the derivative: 

(14 ) 
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obeys the differential equation: 

dylp(t)j 

[b- 1Ul(t) j 'alp(t) j-~[6bl(l(t) j/6p(t)]) ·dt + dw(t) (15 ) 

in which the forward differentials, dw(t), are no longer multiplied by a 

function of P(t), and therefore (15) can be interpreted as an ordinary, phy­

sically imp1ernentab1e, white noise driven differential equation (Wong and 

Zakai 1965, Jazwinsky 1970:ch.4). 

Formula (14) is a recipe that yields a transformation, ylp(t)j of p(t), 

that can be obtained via an analogue implementation of a differential 

equation. In chapter III this recipe resulted, except for a constant and the 

supposedly a priori known signal s(IJ), in the log-likelihood ratio, 

yl(l(t)j=lnl(l(t)/(1-(l(t))j. The differential equation (15) for its computation 

was simpler and easier to interpret than direct computation of p(t); compare 

equations (16) and (11) in chapter III. 

VI.S. Some details of our particular implementation 

The automatic sleep stage classification procedure of chapter V may be 

realized in various ways. Our particular implementation was based on 

available experience and material, like an analogue tape recorder, an 

LSI11/23 minicomputer system and electronic preprocessing circuits. 

~I~8~1~ Iaee_r~c~r9i~g_a~d_r~play 

The EEG (Fpz-Cz and Pz-Oz derivations), EOG (horizontal) and EMG (chin 

muscles) signals and a time code were FM-recorded (bandwidth DC-1250Hz, 

SNR~44dB) on an instrumentation tape recorder. In order to synchronize the 

human and automatic classifications, start and stop times were also indicated 
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on the paper trace. Tape speed errors did not influence the results, because 

computer timing was synchronized to the time code during replay (see section 

VI.8.2). Paper speed errors were small (less than 15s accumulated after 2~h) 

and were corrected for by expandi ng or compress i ng the rep 1 ayed data. A 11 

timing was performed with an accuracy of ~1s. 

An overview of the EEG, EOG and EMG preprocessing during tape replay is 

presented in figure 7. 

.~.- /sa·dUF )(F · L-1 lIuF 
frontal EEG 

/'{G'L -1 
• )(,I: /s~'dt za sa , s 

---- /sa'dUB 
)(B :~ /S6· duB occip. EEG /-

G'L-l Zex · sa )(,I: /s~.dt 1s 
tape G'L-l z6 s6 

/s~.dt 
disk 

recorder storage 

r--

rA -{>l-
REMs dnR 

EOG 

~~ 
SEM SEM + 

1s nlstogram 

EMG /1>1- SM SM + 
nlstogram 

L--

time code ADC 

Figure 7: Block diagram of preprocessing the replayed analogue signals into 
digital data with a time resolution of 1s which are stored on disk. 
The symbols, z., correspond to those in figures a and 9, but not to 
those in chapter V. 

Both EEG signals were fed into identical electronic circuits (fig.a), 

that carried out the following operations. Anti-anti-aliasing filtering 

(compensating the 70Hz lowpass filter that was applied in the 
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encephalograph), in order to reduce the bias mentioned in chapters V.4 and 

VI. 1. Power ca li brat ion accordi ng to chapter VI. 6. Reconstruct ion of the 

-1 
feedback signals, salt), salt) and so(t), by L (f)'G(f) according to figure 

2 of chapter V.2. 

'2n 
HI---C::>--,--{:::J--, 

i [ 
i ' 3x i-i---<> ___________________________________ : l\f 

fS=1,9~ 1)J '-0 

82k ~~' e2n 1M ! 

m :~ 
OP07 : 

Tl)J tM ! 

Figure 8: Analogue preprocessing of one EEG signal. Upper left; correction 
for 70Hz first-order lowpass filter in the encephalograph. The 10k 
potentiometer after this correction calibrates the signal power 
using the power measuring circuit on the right. Within dashed box; 
gyrator filter, G(f), with tunable centre frequency (10k 
potentiometer), fixed bandwidth (3.5Hz) and fixed gain (1). It is 
followed by the inverse-volume-conduction filter, L-1(f), resulting 
in the reconst ructed feedback signa 1 s, z . The part with i n the 
dashed box is repeated 3 times in order' to reconstruct sigma-, 
alpha- and theta-feedback signals. Below dashed box; reconstruction 
of delta-feedback signal, ZOo 

Another c i rcu i t (f ig. 9) measured the submenta 1 musc le tone, SM, us i ng 

the EMG. It also detected rapid eye movements, REMs, and measured slow eye 

movements, SEMs, from the EOG. 
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Figure 9: Analogue preprocessing of EMG and EOG signals. Upper part: highpass 
and notch fi ltering of the EMG for the purpose of EEG and hum 
rejection, followed by envelope measurement, resulting in the sub­
mental muscle tone, SM. Middle part: bandpass filtering, rec­
t i fica t i on and adapt i ve (no i se-dependen t ) 1 eve 1 detect i on of the 
EOG for the purpose of detecting REMs. Lower part: lowpass 
fi ltering and rectification of the EOG results in the slow eye 
movement amplitude, SEM. 

The 8 resulting analogue signals were fed into a 12bit, 100Hz AD-

converter, which was triggered and synchronized by the time code. This 

allowed accurate timing and synchronization to the human classification of 

the paper traces. The ADC performed part of the required scaling on the EEG 

signals (ch.VI.6). Therefore, only after this scaling, these signals 

correspond to the feedback signals, s (t). Digital reconstruction (according 

to chapter V.4) of the EEG signals by inverse-volume-conduction, L- 1, yielded 

the EEG ~bservations, ~uF(t) and ~uB(t). 

-103-



Subsequently, the cross products and squares that are required for the 

'present' observations EEG likelihoods (ch.V.3 and V.4) were computed, using 

these reconstructed EEG observations and feedback signals. These products and 

squares were integrated over ls. In order to detect REM-bursts, duR(t)=l, 

rather than REMs, detected REMs were counted only if they were not preceded 

and followed by another REM within 3s. SEM amplitudes were averaged over ls. 

If an SEM-maximum was detected, a whole-record SEM-peak histogram was 

updated. SM was averaged over ls, resulting in the EMG-observations, uM(md). 

The whole-record SM histogram was updated every second. 

The results had a time resolution of ls and were stored on disk. 

~I~8~3~ Qf!-li~e_p~o~e~sin9 

~d~p!a!i~n_t~ in~i~i~u~l_EQG_a~d_E~G_l~v~l~ 

A high level, LS' was chosen such that it was exceeded by only 9 SEM 

peaks from the whole-record SEM-peak histogram. Each upper crossing of the 

LS/2 level was defined as a detected slow eye movement, dus (t)=l. 

The two mean muscle tone levels, /1.0 and /1. 1' of figure 3 in chapter 

V.2.2 manifest as peaks that can be detected from the whole-record SM 

histogram. Such peaks did not occur (as was to be expected) in subjects who 

did not enter REM sleep. In these cases we chose a low level, LM, such that 

the probabi 1 i ty of it bei ng exceeded by an EMG observat ion, uM (md), was 

p=0.999. We then set /1.0=1.06 o LM and /1.1=1.30 o LM. These values correspond 

roughly to the locations of LM' /1.0 and /1. 1 in both subjects of the learning 

set (ch.V.2.2:fig.3). 

go~p~t~tio~ ~f_lik~lih~o~s_a~d_oetim~l_d~cisio~ 

Since all required parameters (/1.0' /1.1' a and the feedback gains, eye 

movement rates and muscle twitch probabilities indicated in table 1 of 

chapter V.2.2) and observations (EEG cross products and squares, REM-bursts, 

SEMs, SM) were now available, we computed the 'present' observations likeli-
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hoods (ch.V.3 and V.4) with a time resolution of Is. The EEG likelihoods were 

processed by the artifact rejection procedure described in chapter V.4. 

Integration over 0=30s yielded the 'present' observations likelihoods 

(see equation (17) in chapter V.3). These were stor'ed in memory, which 

allowed execution of both the backward (ch.V.3:eq.(16)) and the forward 

(ch.V.3:eq.(15)) recurs'ive a'lgorHhrns that yielded the 'past' and 'futur'e' 

observations likelihoods. 

Multiplication (ch.V:eq.(14)) of 'past', 'present' and 'future' obser'-· 

vat ions 1i ke Ii hoods then yi e I ded the full observat ions like I i hoods, f i (nO) , 

of each sleep stage, i. 

The optimal stage decisions on each time interval, [nO,nO+O), are the 

ones that correspond to the largest likelihood, fi(nD). 
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YH!. DIS~US§I.QN 

Previous work on automatic sleep stage classification involved many 

years of development and modifications. In spite of this, however, the 

results were not satisfactory (chapters I and V.1). The monitor, as described 

in this thesis, already seems to perform better at its first application 

(chapter V.5). This is probably due to some advantages of the model-based 

approach, that will be discussed now. 

All previously reported systems start by preprocessing the EEG, EOG and 

EMG signals in such a way that partial decisions on isolated sleep-related 

signal characteristics are obtained. Such decisions may be 'sigma rhythm 

present/absent', 'REMs frequent/scarce', etc. These subdeci s ions are then 

combined, using a Boolean matrix or a decision tree, in order to obtain the 

final sleep stage classification. 

The preprocessing methods result from a subjective choice between 

available signal analysis tools (like complex demodulation, Fourier analysis 

and Wiener fi Hering), that are sensitive to certain sleep-related signal 

characteri st ics (1 ike sigma rhythm). The too 1 s are genera 11 y imported from 

other applications and not specifically designed to cope with the particular 

aspects of our signals. This thesis shows that some preprocessors, that are 

based on specific models of the signal generating mechanisms, perform better, 

as will be discussed later. 

Also, the combination of several subdecisions in order to obtain one 

final decision is suboptimal. Because of the probabi 1 istic nature of the 

sleep-related signals, and their rather small 'signal-to-noise-ratio' , false 

subdecisions (and even contradictory ones: e.g. the combination of sub­

decisions 'sigma rhythm present' and 'REMs frequent' does not correspond to 

any sleep stage) will often occur. False sleep stage classifications wi 11 
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result. A better method would be able (as both the human procedure and the 

method designed in this thesis) to correct some of these by taking the 

reliability of the various subdecisions into account. For instance, very fre­

quent REMs would dominate bot'derl ine sigma rhythm and prevai'l in the final 

stage classification. 'Fuzzy' systems methods (Kumar 1977) may account for 

this particular feature, but they are not tuned to the known probatli 1 istic 

characteristics of sleep and sleep-related signals. 

It has apparently been a problem to create methods that exploit this 

available knowledge about sleep more efficiently. 

In this thesis, I developed new methods that are specifically designed 

to cope with well known characteristics of the sleeping system. The strategy 

for such a design was provided by model-based estimation and detection theory 

(chapters III, IV and V). This theory provides a framework that tells us pre­

cisely how to exploit the available knowledge of a system for the purpose of 

its analysis. The knowledge must be formulated, using mathematical, par­

ticularly probabilistic, models. A good model of the system resuHs in the 

opt i ma 1 ana 1 ys i s method. Th i s approach had a 1 ready proven its va 1 ue ina 

simple application to the waking EEG (chapter VI.l). The combination of sleep 

and sleep-related EEG, EOG and EMG is more complex. However, I believe that 

the medical and physiological literature (chapters II, III, IV and V), 

supp 1 emented wi th some own research (chapters II and V), provi des enough 

material on the structure and statistics of sleep and sleep-related signals; 

enough material for the development of models that enable the design of 

better analysis tools (chapters II, III, IV, V and VI); and certainly too 

much material to ignore, as most of the previous work has done. 

The theory handles stochastic models of sequential observations that 
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are mutually (conditionally) independent, for instance based on Markov 

chains, Wiener and Poisson processes. This corresponds to the highly unpre­

dictable behaviour of sleep and sleep-related signals. However, the theory 

can only handle models with a relatively simple structure, as compared to the 

complexity of the sleeping system. Therefore, the available knowledge about 

sleep and sleep-related signals had to be simplified considerably in order to 

construct such models. While doing this, I had to make many subjective deci­

sions, as mentioned in the corresponding chapters. The temporal lowpass 

fi Her as a model for the spatial lowpass volume conduction of the EEG 

(chapters III and V) and the Gaussian model for the EMG (chapter V) can still 

be improved considerably. Models for K-complexes and theta waves are 

currently being investigated. 

Both the proposed Markov chain model for sleep (chapter II) and the 

white-noise-driven feedback model for the EEG (chapters III and V) lead to 

optimal analysis algorithms that differ largely from the commonly applied 

techniques. It was, therefore, reassuring to see that these models simulated 

sleep patterns and alpha rhythms, that could hardly be distinguished from 

real ones. This is not true for the EOG and EMG models. However, these do 

enable the monitor to exploit available statistical knowledge about EOG and 

EMG. 

Once the system was modelled, the problem 'how to detect the sleep sta­

ges from the observed EEG, EOG and EMG signals' was reformulated in terms of 

the model. The simpl ifications proved to be sufficient: it was possible to 

derive the optimal solution to this problem in a form that enabled practical 

implementation. Some interesting and new signal analysis tools were deve­

loped. These are discussed here, and compared to previously applied methods. 

The detection of the feedback gains of neural networks that generate 
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EEG rhythms (chapters III, V and VI.1) is probably more closely related to 

'real' sleep, and performs better (ch. VI .1, Kemp 1983b) than the so far 

applied EEG preprocessors that are not based on physiological models. In par-

ticu1ar, the previously applied EEG preprocessors are sensitive to the abso-

lute power of EEG activities such as sigma rhythm and delta waves. This power 

is also largely influenced by age and by not sleep-related variables, such as 

electrode distance, morphology of the skull, etc. The results are, therefore, 

biased by these effects (e.g. Webb and Dreb10w 1982), a drawback that is not 

shared by the feedback gain detector. 

The exponential feedback integrators of chapters III, IV and VI.5, and 

the discrete time analogue in chapter V, provide an attractive alternative to 

the commonly applied segmentation approach. Segmentation (sometimes adaptive) 

was required in sleep classification algorithms, because sleep was considered 

to be a process with unpredictable non-stationarities. The problem was that 

on the one hand segments should be short in order not to miss small inter-

va1s, but on the other hand they should be long in order to minimize 

variance. Segmentation algorithms cannot account for stage transitions within 

segments, and supplementary measures must be taken in order to take the 

correlation between adjacent segments into account. Chapter II shows that the 

unpredictable sleep stage transitions can be approximately modelled as a sta-

tionary Markov process. The optimal compromise between long and short 

segments is therefore the correspondi ng (chapters II I, IV, V and VI. 5) sta-

tionary integrator with non-linear feedback; not segmentation. In this way, 

sleep can be classified continuously and each classification is based on 

weighed 'past', 'present' and 'future' information. Clear 'present' infor-

mation (like a large sigma spindle that is reflected by a large gain detector 

output) increases the exponential feedback, thereby attenuating the influence 

of 'past' and 'future'. The signal-dependent temporal smoothing that is 
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applied by human classifiers performs comparably. 

The forward and backward recurs ive vector' algol' ithms in chapter V 

weigh (as humans) 'past', 'present' and 'future' of all sleep-dependent 

characteristics of all observed signals, before reaching the fina" decision 

on the present sleep stage. By this procedure, the monitor is capable of 

weighing contradictory information, something the decision trees used to date 

cannot do. A similar weighing algorithm has recently been applied to EEG only 

(Lacroix 1985), but it does not process 'future' information properly. 

The subjective part of developing a sleep stage monitor has merely been 

shifted from selecting aPPI'opriate signal analysis tools towal'ds selecting 

appropriate models. However, the feasibility of the approach is demonstrated 

by the first practical results. The man-machine agreement in a small group of 

both patients and healthy subjects was 70.6%: this is about 4.5% worse than 

the man-man agreement in this group (chapter V). This difference becomes 0.5% 

in favour of the automatic method if the, vaguely defined and diagnostically 

rather unimportant, difference between wakeful ness and drows i ness (stage 1) 

is ignored (chapter V). The differences between the man-machine and man-man 

agreement so far reported in the literature for other systems (Johnson 1977, 

Lacroix and Stanus 1985a ,b) are larger than those we found here. Therefore, 

this automatic sleep stage monitor seems to be an attractive alternative to 

the laborious, inconsistent, human procedure. It can and should be tested on 

more patient groups. Direct comparison to other automatic methods would be 

interesting. 

Our hope was also to develop models which would be closer to real, phy­

siological sleep. The detection of EEG feedback gains already accounts for 

the wi de ly adopted assumpt i on that EEG rhythms are generated by feedback 
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loops in the brain. Also, (unlike most other methods) the monitor does not 

require segmentation of the essentially continuous-time sleep process. 

However, both the human observer (acting according to the Rechtschaffen and 

Kales standard of 1968) and our models assume the existence of a limited 

number of discrete sleep stages. Although this seems to be a reasonable first 

approximation, some sleep related variables suggest a continuously varying 

sleep state or a division of stages into sUbstates. This can be studied 

(chapter VI. 2) us i ng the unsmoothed, 'present' 1 ike 1 i hoods of chapter V, 

since these are not based on this assumption but do exploit models of the 

sleep-related signals. From a physiological point of view, however, these 

models are rather superficial. Therefore, our methods for analysing sleep may 

sti 11 benefit substantially from specific research that 1 inks the obser­

vations to physiological functioning and to physiological mechanisms. 

Using the model-based analysis methods and the 'Walkman' sleep recorder 

(chapter VI.4), we can now perform both sleep research and the diagnosis of 

sleep disturbances better, more consistently and more efficiently. This may 

result in improved understanding of sleep mechanisms and their defects. 

Furthermore, it may lead to the development of improved models. Because the 

developed algorithms are of sufficient generality to handle a variety of 

observations models, improved models may directly result in correspondingly 

improved analysers. Although it is still difficult to provide efficient 

therapy for most sleep complaints, it can now be evaluated more quickly, more 

consistently and in more cases. 
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Sl!MM~BY 

Probabi 1 istic models of sleep and of the sleep-related activity of 

bra in, eyes and musc 1 es have been proposed. These mode 1 s descr i be how the 

corresponding overnight recordings of electroencephalogram (EEG), electroocu­

logram (EOG) and electromyogram (EMG) signals are influenced both by chance 

and by the various sleep stages. On the basis of these models, a signal ana­

lysis method has been developed that monitors how sleep travels through its 

various stages in the course of the night. In a group of 6 sleepers, the per­

formance of this automatic method was in good accordance with the generally 

applied, laborious and subjective analysis by specialists. 

The probabilistic generators in the models are Wiener, Poisson point 

and Gaussian processes and a Markov chain. The analysis algorithms, which are 

optimal for these models, have been developed using non-linear stochastic 

filtering theory and statistical detection theory. The analysis was realized 

using analogue electronic circuits and a computer programme. 

Chapters II (the sleep process), II I (EEG), IV (EOG) and V (EEG, EOG 

EMG, implementation and application) each contain their own specific summary. 

Chapter VI describes (a.o.) how most recordings can be performed unsupervised 

at the subjects homes, using a portable cassette recorder. Because this cir­

cumvents the need for hospitalization, and because the cassettes can be ana­

lysed automatically, the number of working hours required per 24h recording 

can be reduced from about 30 to 3. 
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§A~E..t~YJ\Ul~G 

Waarschijnlijkheidsmodellen van slaap en van de daarmee samenhangende 

aktiviteit van hersenen, ogen en spieren zijn opgesteld. Ze beschrijven hoe 

de corresponderende nachtelijke registraties van het electrojncefalogram 

(EEG), electrooculogram (EOG) en electromyogram (EMG) deels door toeval, maar 

ook deels door de diverse slaapstadia worden beYnvloed. Op basis hiervan werd 

een analysemethode ontwikkeld, die uit de geregistreerde aktiviteiten zo goed 

mogelijk opmaakt hoe de slaap in de loop van de nacht door de verschillende 

slaapstadia is gereisd. In een groep van zes slapers kwamen de uitkomsten van 

deze automatische methode goed overeen met die van de tot nu toe algemeen 

toegepaste, arbeidsintensieve en subjektieve analyse door specialisten. 

De toevalsgenerator'en in de modellen zijn Wiener'-, Poisson punt- en 

Gaussische processen en een Markov keten. De, voor deze modellen optimale, 

analysealgoritmen zijn ontworpen door middel van niet-lineaire stochastische 

fi ltertheorie en statistische detektietheorie. De analyse is gereal iseerd 

met analoge elektronika en een computerprogramma. 

De hoofdstukken II (het s 1 aapproces), II I (EEG), IV (EOG) en V (EEG, 

EMG, EOG, implementatie en toepassing) bevatten elk hun eigen meer specifieke 

samenvatting. Hoofdstuk VI beschrijft o.a; hoe de meeste registraties bij de 

mensen thuis, zonder toezicht, kunnen worden uitgevoerd m.b.v. een draagbare 

cassetterecorder. Omdat ziekenhuisopname dan niet meer nodig is, en omdat de 

cassettes automat i sch kunnen worden geana 1 yseerd, kan het aanta 1 benod i gde 

manuren per etmaalregistratie gereduceerd worden van ca. 30 tot ca. 3. 
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De mens slaapt gedurende ongeveer 30% van zijn leven. Hoe we iemand ook 

prober'en wakker te houden, i edereen s 1 aapt b i nnen een paar etma 1 en in, v60r 

het tekort aan slaap zichtbare schade heeft aangericht. Het is daardoor niet 

duidelijk waarom we slaap zo hard nodig hebben. 

Zo'n 10 A 20% van de mensen zegt niet goed te slapen en/of zich sla-

perig te voelen overdag. Dit kan tijdelijk zijn, maal' soms gaat het om hin-

derlijke, chronische stoornissen, die zelfs levensbedreigend kunnen zijn. 

Bevredigende therapieen zijn nog schaars. 

Tijdens slaap kunnen zes verschillende stadia worden onderscheiden. Zo 

herkennen we waak (W), doezelen (stadium 1), lichte slaap (stadium 2), diepe 

slaap (stadium 3), zeer diepe slaap (stadium 4) en droomslaap (ook wel REM-

slaap (R) genoemd vanwege de snelle oogbewegingen (Rapid Eye Movements) die 

in dit stadium optreden). Goede slapers bewegen zich in de loop van de nacht 

volgens een soort golfbeweging door deze stadia, zoals te zien is in de 

slaapgrafiek van figuur 1. Deze grafiek wordt beinvloed door lichamelijke en 

psychische faktoren, leeftijd, slaapstoornissen, slaapmiddelen, alcohol, 

nachtdienst, enzovoorts. Zo hebben ouderen bijvoorbeeld gemiddeld minder 

droomslaap dan kinderen. 

f ---- -----~--j----~------+-----------1--------------1------------t---------------j ---------------1 --'-'-----'---'-1 
o 1 2 3 4 5 uur 6 7 8 

Figuur 1: Slaapgrafiek die laat zien hoe een gezonde slaper zich in de loop 
van de nacht door de slaapstadia W(aak), R(EM), 1,2,3 en 4 
beweegt. In de eerste slaapgolf (van 0.12 tot 1.30 uur) daalt hij 
eerst via stadia 1, 2 en 3 af naar zeer diepe slaap (rond 1.00 
uur), waarna de slaap weer minder diep wordt en om 1.15 uur de 
droomslaap (R) begint. Hierna volgen nog vier van zulke golven, die 
echter steeds minder diepe slaap bevatten. 
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Zowel wetenschappelijk onderzoek naar het hoe en waarom van slaap, als 

de diagnostiek en therapie van slaapstoornissen, zijn meestal gebaseerd op 

slaapgrafieken. Om zo'n grafiek te kunnen maken, wordt gebruik gemaakt van 

het feit dat ieder slaapstadium zijn eigen, typische hersenaktiviteit 

(ElectroEncefaloGram: EEG), oogbewegingen 

spierspanning (ElectroMyoGram: EMG) heeft. 

(ElectroOculoGram: EOG) 

Zo horen bijvoorbeeld 

en 

bij 

droomslaap een onregelmatig EEG, snelle oogbewegingen en volledig ontspannen 

spieren. Proefpersonen en patienten moesten tot voor kort enige nachten (of 

etmalen) worden opgenomen in het ziekenhuis, om op de afde"ling Klinische 

Neurofysiologie het EEG, EOG en EMG te registreren. Vervolgens werd door spe­

cialisten, die speciaal getraind zijn in het visueel herkennen van de 

verschillende slaapstadia, uit de verkregen str'ook papier (bijna 1km per 

etmaal) de slaapgrafiek afgeleid. Uit de grafiek werden vervolgens parameters 

zoals slaapstabiliteit, slaapdiepte en droomslaappercentage berekend. 

Registratie en verwerking van 1 etmaal op deze manier kosten beide ca. 15 

manuur. Bovendien heeft ziekenhuisopname naast allerlei maatschappelijke 

problemen meestal ook tot gevolg dat de slaap, vooral de eerste nacht, wordt 

verstoord, zodat vaak een tweede etmaa 1 moest wor'den gereg i streer'd. Daaron! 

konden zowe 1 wetenschappe 1 i jke research a 1 spat i entenzorg sl echts op zeer 

bescheiden schaal plaats vinden. Het effekt van slaapmiddelen werd nauwelijks 

objektief beoordeeld. 

Het is nu n!ogelijk gebleken de meeste registraties zonder voortdurend 

toezicht bij de patient of proefpersoon thuis uit te voeren m.b.v. een 

'Walkman'-achtige cassetterecorder (figuren 2, 3, 4, 5 en hoofdstuk VI.4). De 

onderzochte kan zich daarbij vrij bewegen in de eigen, vertrouwde omgeving. 

De kostbare ziekenhuisopname is dan niet nodig en de geregistreerde slaap is 

meer natuurgetrouw. Als de elektroden thuis worden aangebracht, kunnen tege­

lijkertijd een aantal omgevingsfaktoren worden waargenomen, die de slaapkwa-
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1 ite it moge 1 i jk be'lnv 1 oeden. De commerc i ee 1 verkr i jgbare 4 kanaa 1 s recorder 

is door ons voorzien van extra elektronika, waardoor naast EEG, EDG en EMG 

ook nauwkeurige tijdinformatie, ademhaling (i.v.m. nachtelijke ademstilstand: 

bv. figuur 5) en lichaamstemperatuur (i.v.m. de 24-uurs bioritmiek) gedurende 

een heel etmaal op een standaard audio cassette kunnen worden vastgelegd. 
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Figuur 2: Draagbare 
slaaprecorder (links), 
met linksonder de EEG 
en EOG voorversterkers, 
rechtsonder de EMG 
voorversterker met 
elektrodes, rechtsboven 
de lichaamstemperatuur­
sonde en midden-rechts 
de detector voor neus­
en mondademhaling. 

Figuur 3: Registratie van de 
elektrische aktiviteit van her­
senen, ogen en kinspieren m.b.v. 
respekt i eve 1 i jk EEG-, EOG- en 
EMG-elektroden op de huid. De 
aktiviteiten worden vastgelegd op 
een draagbare (onder de kleding) 
cassetterecorder, zodat men zich 
vrij kan bewegen. 



~J~~~~('lIrWNt . .;-JJ·~~ ~/V~~lJ""""'---
EEG voorste schedelhelft 

EEG achterste schedelhelft 

snelle 
oogbewegingen 

EOG 

Figuur 4: Zo kunnen 22 seconden droomslaap er uit zien als de cassette op 
papier is afgespeeld. Let op de snelle oogbewegingen en het geringe 
EMG vergeleken met figuur 5. 

Ook de tijdrovende verwerking van etmaalregistraties tot slaapgrafieken 

is geautomatiseerd. Hiertoe werd een computerprogramma ontwikkeld 

(hoofdstukken V en VI), dat de eigenschappen van EEG, EOG en EMG meet. Hoewel 

sommige eigenschappen kenmerkend zijn voor een bepaald slaapstadium, heeft 

ook het toeval een grote invloed. Figuren 4 en 5 illustreren dit: EEG en EOG 

veranderen van seconde tot seconde, ook al blijft het slaapstadium hetzelfde. 

Daarom gaat de computer uit van kansmodellen van hersenaktiviteit (hoofdstuk-

ken III,V), oogbewegingen (hoofdstukken IV,V) en spierspanning (hoofdstuk V). 

Deze modellen beschrijven hoe EEG, EOG en EMG deels door toeval, maar ook 

deels door de verschillende slaapstadia worden bei'nvloed. Zo beschrijft bv. 

het EEG model (figuur 6) hoe de hersenen tijdens bepaalde slaapstadia meer of 

minder duidelijke elektrische trillingen produceren. De intensiteit van deze 

trillingen vertelt de computer dus iets over het slaapstadium. 
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EMG 
~ 

sekonde 

Figuur 5: Een ademstilstand (hier tijdens slaapstadium 2) veroorzaakt 
zuurstofgebrek en daardoor kort ontwaken. Bij deze patient gebeurde 
d it honderden keren in een nacht, zodat hi j ni et aan z i jn d i epe 
slaap toe kwam. Hij dacht zelf goed te slapen, maar klaagde over 
slaperigheid overdag. 

Figuur 6a: Model van de elektrische 
aktiviteit van de hersenen. Het model 
wordt be'invloed door slaap (p) en 
vormt ruisachtige aktiviteit (w) 
d.m.v. terugkoppeling (via G) om tot 
hersenaktiviteit (u), die via de sche­
del (L) op de hoofdhuid meetbaar is 
als EEG (e). 

6b: Het met dit model nage­
bootste EEG bevat trillingen (als p=1, 
bv. tijdens stadium 2), die aan het 
eind verdwijnen (als p=O, bv. tijdens 
slaapstadium 1). 
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Op basis van de modellen 'weet' de computer welke eigenschappen 

toevallig zijn en welke kenmerkend zijn voor een bepaald slaapstadium. Hij 

kan dus op ieder moment op basis van het geregistreerde EEG, EOG en EMG 

inschatten wat het slaapstadium vermoedelijk is geweest. Omdat de invloed van 

het toeva 1 groot is, kan het zo nu en dan li jken a 1 sof de s 1 aap naar een 

ander slaapstadium gesprongen is, terwijl dat in werkelijkheid niet zo is. Om 

dit zo goed mogelijk uit te kunnen maken, is ook een model van slaap zelf 

opgesteld (figuur 7 en hoofdstuk II). Dit model beschrijft hoe groot de kans 

op zo'n werkelijke sprong is. Bij kleinere sprongkansen zullen de EEG-, EOG-

en EMG-eigenschappen duidelijker moeten zijn, voordat de computer beslist dat 

zo'n sprong waarschijnlijk toch is opgetreden. 

0:10% 

2dj'lIm;n 

Figuur 7: Model, dat beschrijft hoe slaap 
door de verschillende stadia (W, R, 1, 2, 3 
en 4) reist. In ieder stadium is er 
konstant een kans dat naar een ander sta­
di um wordt gesprongen. Grote sprongkansen 
corresponderen in de figuur met grote pij­
len. Zo zal vanuit 1 meestal snel naar 2, 
maar soms ook naar W of R worden 
gesprongen. 

De computer begint, net als een getrainde specialist, met het meten van 

slaapkenmerken zoals de genoemde EEG trillingen, snelle oogbewegingen, enz. 

Vervolgens worden deze kenmerken tegen elkaar afgewogen (hoe duidelijker het 
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kenmerk, hoe zwaarder het te 1 t) om i edere ~ mi nuut tot een bes 1 iss i ng te 

komen in we 1 k stadi urn de s 1 aap z i ch vermoede 1 i jk bevond. Door de grote 

invloed van het toeval zijn de echte slaapkenmerken soms nauwelijks te 

onderscheiden. Daarom is de beslissing moeilijk en zal de computer het niet 

altijd eens zijn met de specialist. Om dezelfde reden zijn ook twee spe-

cialisten het niet altijd met elkaar eens. De computermethode heeft het voor-

deel van consistentie: herhaalde analyse van dezelfde registratie geeft 

steeds dezelfde slaapgrafiek, terwijl zelfs een intensief getrainde spe-

cialist steeds tot verschillende resultaten komt. Uit toepassing op 6 slapers 

blijkt dat computer en specialist het gedurende 29% van de nacht oneens zijn 

over het juiste stadium, terwijl dat voor twee specialisten onderling 25% is 

(figuur 8). Het verschil tussen beide percentages is kleiner dan de 8% die 

tot nu toe van andere systemen bekend is. Dat komt waarschijnlijk doordat in 

dit proefschrift voor het eerst is gekozen voor een volledig op slaapmodellen 

gebaseerde aanpak. 

W 
R 

1 

2 
3 

4 

~llW 
2 

3 

4 

o 2 

Figuur 8: Slaapgrafieken van een korte 
(2~ uur) registratie, zoals verkregen 
door zes getrainde specialisten 
(boven; over elkaar heen getekend) en 
door de computer (onder). 
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Als hat, uit diagnostisch oogpunt niet erg belangrijke, verschil tussen 

waak en doezel buiten beschouwing wordt gelaten, wordt de overeenkomst tussen 

de computer en een specialist zelfs iets groter dan die tussen twee spe­

cialisten onderling. De computeranalyse lijkt dus een goed alternatief te 

bieden voor de subjektieve methode. Er moet nog wel meer ervaring mee worden 

opgedaan. 

Met de kombinatie van thuisregistratie m.b.v. de cassetterecorder en 

computeranalyse van de cassette kan het aantal benodigde manuren per 

etmaa 1 regi strati e gereduceerd worden van ca. 30 tot ca. 3 (exc 1 us i ef even­

tuele reistijd bij het thuis aanbrengen van de elektroden). Momenteel 

verkrijgbare kleine computers kunnen een etmaalcassette in ongeveer 2 uur 

verwerken. Door concentratie in een klein aantal slaapcentra hoeven de 

apparatuur- en materiaalkosten daarbij niet toe te nemen.Slaapdiagnostiek en 

therapie kunnen dan zowel direkt als via sneller toenemende wetenschappelijke 

kennis verbeteren. 
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Stellingen bii het proefschrift: MODEL-BASED MONITORING OF HUMAN SLEEP STAGES 

1. Door middel van slaapregistratie aan huis en computeranalyse van deze 

registraties kunnen de kosten van diagnostisch slaaponderzoek met een 

faktor tien worden gereduceerd. 

Dit proefschrift. 

2. Het huidige, internationaal toegepaste standaardmodel van slaap kan ver­

beterd worden op grond van de huidige kennis. 

Dit proefschrift. 

3. De in de techni ek i ngeburgerde toepass i ng van een anti -terugvouwf i Her 

(volgens Nyquist) v66r signaalbemonstering staat op gespannen voet met 

het mathematisch aantrekkelijke gebruik van stochastische It6-integraal 

vergelijkingen. 

Dit proefschrift. 

4. Sommige recent met behulp van stochastische filtertheorie afgeleide ana­

lysemethoden kunnen ook worden verkregen via de klassieke maximum­

likelihood aanpak. 

Dit proefschrift. 

5. De ondoorgrondelijkheid en onvoorspelbaarheid van de werking van de her­

senen nopen tot het gebrui k van strukturee 1 eenvoudige waarsch i jn 1 i jk­

heidsmodellen. 



6. Het beloop van ziekten, die gepaard gaan met complexe ongewilde bewe­

gingen, kan eenvoudig worden gekwantificeerd met Doppler radar tech­

nieken. 

7. Aan het formuleren van een probleem wordt vaak ten onrechte minder aan­

dacht besteed dan aan het oplossen ervan. 

8. Gedeeltelijke overlap van medische en technische opleidingen maakt zowel 

de verschillen van inzicht als het door de opgeleiden gezamenlijk bestre­

ken vakgebied kleiner, waardoor de creativiteit in het samenspel tussen 

beide disciplines niet wordt bevorderd. 

9. De afweging van kosten en baten van milieuvervuilende industrie kan wor­

den bevorderd door de schoorsteenhoogtes te beperken, zodat de vervuiling 

bij de bron wordt geconcentreerd. De naleving van voorschriften omtrent 

deze hoogtes is eenvoudig controleerbaar. 

10. Promotiebanen dreigen promoveren soms tot doel van onderzoek te promo­

veren. 

11. 'Artificially intelligent expert systems' dienen onder toezicht te staan 

van intelligente experts. 

B. Kemp Hazerswoude, 11 juni 1987 




